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Abstract—Due to bits being recorded at ultra-high density, a
bit-patterned media recording (BPMR) system is faced with two-
dimensional (2D) interference, namely inter-symbol interference
(ISI) and inter-track interference (ITI), which degrades the
overall performance of a recording system. One solution to avoid
the 2D interference effect is to apply a modulation code to forbid
some specific data patterns leading to severe 2D interference.
Nonetheless, this method usually requires either many redundant
bits or additional memory. Thus, this paper proposes a simple
technique to encode an input data sequence to mitigate the
2D interference effect before recording them onto a magnetic
medium. The proposed technique shows the improvement in
reducing complexity and additional memory using a crossover-
based technique when comparing to other existing methods.

I. INTRODUCTION

Conventional magnetic recording technologies for hard disk

drive (HDD) are approaching the recording density limit. One

of new technologies for increasing an areal density (AD)

in HDD is bit-patterned media recording (BPMR) [1-3]. To

increase an AD in BPMR; however, the spacing between data

bit islands in both the along-track and the across-track direc-

tions must be reduced, thus increasing the two-dimensional

(2D) interference. This 2D interference consists of inter-track

interference (ITI) and inter-symbol interference (ISI), which

degrades the performance of a magnetic recording system.

Then, one must take care of the 2D interference effect so as

to achieve a high-density BPMR system.

Many 2D coding schemes[4-5] have recently been proposed

to alleviate the 2D interference. However, these 2D coding

schemes were designed based on the channel model with

overshoot, and only investigated the worst case scenario of

the recorded bit patterns. For example, the 2D coding scheme

with a code rate of 7/9 was specially designed in [4] to avoid

the destructive case, where the redundant bits were placed in

fixed positions at every 3 × 3 data array. Nonetheless, this

coding scheme had a disadvantage that the redundant bits had

no error correction ability. Then, Shao et al. [5] presented

a rate-5/6 2D coding scheme, which had lower redundancy

and yielded better performance than the code in [4]. Recently,

Arrayangkool et al. [6] introduced a recorded-bit patterning

(RBP) scheme to combat the 2D interference, but it had high

complexity and required large buffer memory. Therefore, our

proposed coding scheme was introduced to tackle the 2D

interference effect based on a crossover technique, which not

only has lower complexity but also uses less additional buffer

memory.

The rest of this paper is organized as follows. After

describing a BPMR channel model in Section II, Section

III explains how the proposed coding technique performs.

Simulation results and complexity comparison are given in

Section IV. Finally, Section V concludes this paper.

II. CHANNEL MODEL

Consider a multi-track multi-head BPMR system [6] with

the proposed coding schemes in Fig. 1. Three input sequences

{ak,l, ak,l+1, ak,l+2} ∈ {±1} with bit period Tx are en-

coded by the proposed encoder to obtain three data tracks

{xk,l, xk,l+1, xk,l+2} before recording them onto a medium.

The readback signal from the kth data bit on the lth track can

be written as [3,6]

rk,l = xk,l ⊗ hk,l + wk,l

=
∑

n

∑

m

hm,nxk−m,l−n + wk,l, (1)

where xk,l’s are the recorded bits, ⊗ is a 2D convolution

operator, hm,n’s are the 2D channel response coefficients [3,6],

m and n are the time indices of the bit island in the along-track

and the across-track directions, and wk,l is an additive white

Gaussian noise (AWGN) with zero mean and variance σ2.

Practically, the 2D channel response coefficients are given

by hm,n = P (mTx, nTz) [6], where P (x, z) is a 2D Gaussian

pulse response, x and z are the time indices in the along-track

and the across-track directions, {m,n} ∈ (−L, . . . , 0, . . . , L),
2L+ 1 is the length of P (x, z), and L is an integer.

For simplicity, we use L = 1 to guarantee that the tail am-

plitude of P (x, z) is small. Additionally, this paper considers

the 2D Gaussian pulse response of the form [1]

P (x, z) = A exp

{[

− 1

2c2

(

x+∆x

PWx

)2

+

(

z+∆z

PWz

)2
]}

,
(2)
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Fig. 1. A BPMR channel model with the proposed coding scheme.

where A = 1 is assumed to be the peak amplitude of the

pulse response, c = 1/2.3548 is a constant to account for the

relationship between PW50 and the standard deviation of a

Gaussian pulse [1], ∆x is the along-track location fluctuation

(or position jitter [1,3], ∆z is the across-track location fluctu-

ation, PWx is the PW50 of the along-track pulse, and PWz

is the PW50 of the across-track pulse. Here, we assume that

the position jitters (∆x and ∆z) are modeled as a truncated

Gaussian probability distribution function with zero mean and

σ2
j , where σj is specified as the percentage of Tx.

At the receiver, the readback data sequence rk,l is equalized

by a 2D equalizer to obtained a sequence sk,l, and is then

sent to the 2D Viterbi detector [1,3] to determine the most

likely recorded sequence x̂k,l. Finally, the proposed decoder

is employed to decode the three-track data sequence x̂k,l to

obtain an estimated input data sequence âk,l.

III. PROPOSED CODING SCHEME

Generally, the 2D interference has an effect on the detected

bit. The effect can be either constructive or destructive, de-

pending on the readback waveform of the detected bit and

its surrounding bits [6]. By comparing between the signal

amplitude of a single isolated bit and that of a center bit of a

3× 3 data pattern, the constructive or destructive interference

will amplify or decrease its signal amplitude. Hence, when the

readback signal of the detected bit encounters the destructive

interference; its signal amplitude will be small, thus making

it difficult to detect the desired bit correctly.

In RBP scheme [6], we found that all destructive patterns

consisted of the [1,−1, 1]T or [−1, 1,−1]T patterns occurring

at the center bit position, [·]T is a transpose operator. In this

paper, we define [1,−1, 1]T or [−1, 1,−1]T as a destructive

inter-track interference (DITI). Therefore, we propose a simple

coding scheme to avoid this DITI by rearranging the data

sequence based on a crossover technique to prevent some

specific data patterns that might lead to DITI patterns.

A. Encoding Process

The detail on how the proposed coding scheme works can

be explained as follow. We consider the three track data

sequences, which will be referred to as the upper, the center,

and the lower tracks. Thus, the proposed encoding scheme

1

1

-1

1 -1

1

-1 -1 1

-1

-1

-1

1 -1

1

-1 -1 1

1 -1

-1 1

-1

1 -1 -1

1

Moving direction of lower 

track data sequence

Moving direction of upper 

track data sequence

(a)

1

1

-1

1 -1

1

-1 -1 1

-1

-1

-1

1

-1

1

-1 -1

1

1 -1

-1 1

-1

1 -1 -1

1

(b)

Moving direction of 

a sliding window

Sliding window

Fig. 2. The proposed coding scheme performs two processes consisting of (a)
the data crossing and (b) the DITI pattern counting processes.

performs into 2 steps, consisting of data crossing and DITI

pattern counting processes.

In the data crossing process, the center track will be fixed.

Then, at each the ith iteration, the last bit in the upper track

will be placed at the beginning of the lower track, while the

last bit in the lower track will also be placed at the beginning of

the upper track as shown in Fig. 2(a). After that, both the upper

and the lower data sequences will be circularly shifted one bit

to the right before proceeding to the DITI pattern counting

process.

In the DITI pattern counting process, we define a sliding

window of a 3×1 array that covers 3 bits, i.e., one bit from the

upper track ak,l, one bit from the center track ak,l+1, and one

bit from the lower track ak,l+2 as demonstrated in Fig. 2(b).

This sliding window will be moved from the beginning to the

end of the center track to search for the DITI pattern. When

the sliding window detects the DITI pattern, the DITI pattern

amount will be increased. Then, the total number of detected

DITI patterns at each the ith iteration of the data crossing

process will be kept and compared with that at other iterations.

The encoding scheme will perform these two processes for

N iterations, where N is the data sequence length of each

track. Then, the ith iteration that yields the smallest number of

detected DITI patterns will be kept in an additional memory

for using in the decoding process, whereas the data pattern

of the ith iteration will be the best data pattern that will be

recorded onto a magnetic medium.

For calculating the complexity of the proposed encoding

scheme, we consider the Big-O notation comparison which

can be calculated by multiplying the maximum number of

iteration, N with number of moving times of sliding window
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Fig. 3. BER performance at areal density equal to 2.0 and 2.5 Tb/in2 with
σj = 0% position jitter.

(which is also equal to N). Therefore, the complexity can be

calculated as

complexity = O(N2), (3)

where O(·) is the Big-O notation, while the RBP [6] provided

the complexity of about O
(

N3
)

. It is clear that our proposed

scheme has lower complexity than the RBP one.

B. Decoding Process

The decoding process will perform similar to the encoding

(data crossing) process, but in an opposite way. The number

of iterations used in the encoding process that provides the

best data pattern, e.g., i iterations, will be employed at this

time. Specifically, at each iteration, the first bit of the lower

track will be placed after the last bit of the upper track, while

the first bit of the upper track will be placed after the last bit

of the lower track. The decoding scheme will perform in this

manner for i iterations, where i is obtained from the buffer

memory.

IV. SIMULATION RESULTS

In this experiment, we test the proposed coding technique

by using 3 × 4096 bits for each data stream and define the

signal-to-noise ratio (SNR) from 4 to 14 dB. This paper

focuses on the performance comparison among 1) the best case

representing the system with the proposed method that yields

the minimum number of DITI, 2) the normal case representing

the system without any coding scheme, and 3) the worst case

representing the system with the proposed method that yields

the maximum number of DITI.

A SNR is defined as
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Fig. 4. Performance comparison of different schemes at different position jitter
amounts at areal density of 2.0 Tb/in2.

SNR = 20log10 (1/σ) , (4)

in decibel (dB), where σ is a standard deviation of AWGN.

The 2D 3×3 target and 2D 3×7 equalizer are designed based

on a minimum mean square error (MMSE) approach [1-3] at

the SNR required to achieve bit-error rate (BER) of 10−4.

In simulation, each BER is computed based on a minimum

number of 500 error bits, and one data sector consists of 4096

bits.

Fig. 3 shows the BER performance of different schemes

for BPMR system at areal densities equal to 2.0 and 2.5

Tb/in2 with σj = 0% position jitter (without position jitter).

The curves labeled as “Normal Case”, “Best Case”, and

“Worst Case” represent the regular case (i.e., recording random

bits), the recorded bits were patterned based on our proposed

scheme, and the worst case (i.e., the most occurring of the

worst patterns), respectively. Clearly, the “Best Case” performs

better than both the “Normal Case” and “Worst Case” without

position jitter.

In addition, when the areal density is increased from 2.0

Tb/in2 to 2.5 Tb/in2, the “Best Case” still provides better

performance than the others, and yields about 0.3 dB and

0.4 dB gain at BER = 10−4 over the “Normal Case” and

the “Worst Case”, respectively. This is because the proposed

technique will always change any bad data pattern into the best

one before recording the best data pattern onto the medium.

We also compare the performance of different schemes at

various position jitter amounts in Fig. 4, by plotting the SNR

required to achieve BER = 10−4 as a function of position jitter

noise amounts. It is apparent that the “Best Case” is still better

than other schemes through all the position jitter amounts.



V. CONCLUSIONS

This paper proposed the simple coding scheme based on

crossover technique for solving a destructive inter-track inter-

ference (DITI) problem in bit-patterned magnetic recording

(BPMR) system to encode an input data sequence to mitigate

the 2D interference effect before recording them onto a mag-

netic medium. The simulation result shows that the proposed

method can slightly improve the system performance for all

of position jitter levels with low complexity and additional

memory. In near future, the proposed technique will be split

the data sequence into a small portions which help improve

the system performance and reduce the processing time.
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