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Abstract—Recently recurrent neural networks based encoder-
decoder model is a popular approach to sequence to sequence
mapping problems, such as machine translation. However, it is
time-consuming to train the model since symbols in a sequence
can not be processed parallelly by recurrent neural networks
because of the temporal dependency restriction. In this paper we
present a sequence to sequence model by replacing the recurrent
neural networks with feedforward sequential memory networks
in both encoder and decoder, which enables the new architecture
to encode the entire source sentence simultaneously. We also
modify the attention module to make the decoder generate
outputs simultaneously during training. We achieve comparable
results in WMT’14 English-to-French translation task with 1.4 to
2 times faster during training because of temporal independency
in feedforward sequential memory networks based encoder and
decoder.

I. INTRODUCTION

Encoder-decoder model belongs to the end-to-end frame-

work and is very popular and successful recently. Equipped

with the powerful recurrent neural networks (RNNs) and

attention mechanism, it yields competitive or state-of-the-

art results in tasks like machine translation [1][2][3], image

caption [4][5], speech recognition [6][7] and so on. Long

short-term memory networks (LSTMs) [8][9] and gated recur-

rent units (GRUs) [10] are mostly used RNNs architectures

for encoder-decoder models. Meanwhile deep convolutional

neural networks (CNNs) have been used as encoder together

with RNNs as decoder [11][12].

In the encoder-decoder model, the encoder can be treated as

a memory encoding module to represent a word accompanying

with different context. And the decoder can be treated as a lan-

guage model and predicts output words based on the generated

output history as well as the attended glimpse of the encoder

sequence. Models like CNNs or RNNs can handle variable

length sequences and memorize the context information of

each word in the sequence so that they can be used as encoder

model. However most encoder-decoder models employ RNNs

as decoder while other powerful language models like CNNs

[13] are rarely taken into account.

Recently CNNs and self-attention are adopted as both

encoder and decoder in encoder-decoder model in [14] and

[15] respectively which are very similar to our work. In their

works, the models achieved better results as well as faster

training and evaluation speed than RNNs based model in

tasks like machine translation and summarization. While in our

work, we employ different encoding and decoding modules.
In this paper, we use a novel sequence encoding model

named as feedforward sequential memory networks (FSMNs)

[16][17][18] to replace the RNNs model in both encoder and

decoder module of the end-to-end framework. The FSMN

model is a standard feedforward neural network with single or

multiple memory blocks in hidden layers and can learn long-

term dependency in language model [16] as well as speech

recognition [17]. On account of the ability of memorizing

the context information of a word, FSMN is used as encoder

model. What’s more, we also modify the attention module so

that FSMN can be employed as decoder model and generates

output symbols simultaneously during training. The FSMN

based encoder-decoder model can be trained fast because of

no recurrent connections. In the experiments we can achieve

comparable results in WMT’14 English-to-French translation

task and 1.4 to 2 times faster during training than RNN based

encoder-decoder model.

II. METHODS

A. Preliminaries: Feedforward Sequential Memory Networks
Feedforward sequential memory network (FSMN) is a

standard feedforward neural network with single or multiple

memory blocks in hidden layers. For instance, Fig. 1 shows

a FSMN model with its first hidden layer equipped with

one memory block. Given a sequence X = {x1,x2, . . . ,xT}
where each xt ∈ R

D represents the input vector at time

t, the corresponding hidden layer outputs are denoted as

H = {h1
1,h

1
2, . . . ,h

1
T}. Then we can use a vector a to encode

h1
t and its previous N histories into a fixed-sized representa-

tion h̃1
t (called an N -th order FSMN) in the memory block

(see (1)). As shown in Fig. 1, h̃1
t can be fed into next hidden

layer in the same way as h1
t . As a result, the activation of

next hidden layer can be calculated by (2).

h̃1
t = f

(
N∑
i=0

ai · h1
t−i

)
(1)

h2
t = f

(
Wh1

t + W̃ h̃1
t + b

)
(2)

where the vector a = a0, a1, · · · , aN are learnable coeffi-

cients, and f() is activation function. The memory represen-

tations h̃1
t are computed with zeros paddings when t ≤ N .
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Fig. 1. Feedforward sequential memory networks (FSMN) with single memory

block. The memory blocks h̃1
t and h2

t are calculated simultaneously for each
input xt. As there is no recurrent connection in FSMN, the gradient for h1

t
can also be computed simultaneously for each time.

Equation (1) is named as scalar FSMN. The f() function

is an identity function in [16][17][18] for simplicity while

we use rectified linear (ReLU) activation function here. More

powerful models like vector FSMN are also introduced in

[16][17][18] but we only adopt scalar FSMN here.

The hidden units h2
t can be regarded as a fixed-size rep-

resentation of the long input history before time t, which is

similar to RNNs’ hidden states. Considering that, we propose

a new encoder-decoder model based on FSMNs. The detail

equations can be seen in section II-C.

B. FSMN based Encoder-Decoder Model

A natural way to apply FSMN to encoder-decoder model is

shown in Fig. 2. We only present the FSMN based encoder-

decoder model with single memory block here for simplicity.

More than one memory blocks in FSMN encoder or decoder

can be used similar to FSMN models in [16][17][18]. Since

compressing all the necessary information of a source sentence

into a fixed-length vector is difficult, soft attention mechanism

is introduced to the encoder-decoder model. We adopt atten-

tion module in the last hidden layer of the decoder and only

one layer attention is used which is different from [14]. All the

hidden states for each input are in a memory bank denoted as

{h2
1,h

2
2, · · · ,h2

T}. When decoding, the model selects useful

terms in the bank based on the current context and combines

them into a context vector H̃t. The attention weights (shown

in blue lines) in time t are depend on the encoder memory

bank {h2
1,h

2
2, · · · ,h2

T} and decoder history ṽ1
t and v1

t . H̃t,

ṽ1
t and v1

t are combined to predict the next output word.

To predict the output words simultaneously during training,

both encoder and decoder must process sequences parallelly.

Obviously, FSMN based encoder can process input word

sequence simultaneously. Then the attention module should

generate alignments concurrently for each output word. The

key point to make it happen is that the generated alignments

should have no time dependency and not be related to each

other. With these changes, the decoder can generate output

sequence simultaneously as well and a loop-free encoder-

decoder model is obtained. Because the model is kind of

a feedforward network with no recurrent connections, we

don’t need to use gradient-based back-propagation through

time (BPTT) technique when training the model, which makes

the training process faster than RNN based encoder-decoder

model. Details and equations about the model with single

memory block are presented in section II-C.

C. Architecture of FSMN based Encoder-Decoder Model

The hidden states for both encoder and decoder are obtained

from FSMN. Equations with single memory block are given

below.

h1
t = f(Whxt + bh) (3)

v1
t = f(Wvyt + bv) (4)

The memory block for encoder and decoder is calculated as:

h̃1
t = f

(
N∑
i=0

ai · h1
t−i

)
(5)

h2
t = f

(
Wh1

t + W̃ h̃1
t + b

)
(6)

ṽ1
t = f

(
N∑
i=0

bi · v1
t−i

)
(7)

v2
t = f

(
Wv′v1

t + W̃vṽ1
t +WHH̃t + bv

)
(8)

The encoder context H̃t in (8) is ignored if there is no attention

module in this decoder layer. The attention weight for time t
in the decoder is calculated as:

ei,t = fscore(ṽ1
t ,v

1
t ,yt−1,h

2
i ) (9)

αi,t =
exp(ei,t)∑T
j=1 exp(ej,t)

(10)

where the score function fscore() maps its input to a scalar

value. We employ a multiplicative [2] attention mechanism

and the score function is given below:

ei,t = ṽ1
tU

T
e h2

i + v1
tW

T
e h2

i (11)

The reason we use both ṽ1
t and v1

t to calculate the attention

is that ṽ1
t contains little information of the current word

based on the FSMN equation in (8) and v1
t must be used

to emphasize the current input. The encoder context for time

t is the weighted average of all the representation h2
i :

H̃t =
T∑

i=1

αi,th
2
i (12)

As equations shown above, both encoder and decoder

including attention module can be computed simultaneously

which can speed up the training of proposed encoder-decoder

model.

III. EXPERIMENTS

We conduct machine translation in WMT’14 English-to-

French translation task, which contains 12M parallel sentence

pairs. The datasets and output vocabulary size are the same

with [1]. We also train the proposed models with sentence

length up to 30 and 50 respectively (named as FSMNsearch-

30 and FSMNsearch-50). We compare our model with the

conventional GRU based encoder-decoder model in [1] and

focus on the generic attention models with FSMN component.
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Fig. 2. FSMN based encoder-decoder model with single memory block. The FSMN based encoder h̃1
t and h2

t can be calculated simultaneously as usual.

During training, the memory blocks of FSMN based decoder ṽ1
t for each time can also be obtained at once. As there is no time dependency for each time

in decoder, the attention vector as well as the output word distribution for each time are obtained simultaneously.

So the recent progress on aggregating multiple models or

enlarging the vocabulary [3] are not considered here.
For the FSMN based model, the encoder contains 4 hidden

layers and is equipped with two memory blocks in the second

and third layer respectively. All the hidden units adopt the

rectified linear (ReLU) activation function. Inspired by the

bidirectional LSTM, we have two encoder networks for the

two directional encoding. The input of first encoder network

is {x1,x2, . . . ,xT} with natural sequence order while another

encoder network with {xT,xT−1, . . . ,x1} as input. The two

directional representations are concatenated together as the

final encoder representation for decoding. The filter order N is

set to 10 for FSMNsearch-30 models and 25 for FSMNsearch-

50 models. Bidirectional FSMN is introduced in [16][17][18],

but we don’t use it in this work. As FSMN is a feedforward

neural network, we can use more than one words as input

which is similar to feedforward neural network based language

model. In this work, the input window contains one or two

words.
We use SGD to train the FSMN based model. The learning

rate for all the parameters is 0.1 except that the learning rate

for the FSMN filter is 0.001. Momentum and dropout are not

used. All the experiments are conducted on single K40 GPU

and the models are implemented with theano[19] based on the

open source code1.
The results are given in table I and the training speed

is given in table II. From the result in table I we can see

that FSMN based model can handle the machine translation

task and yield comparable results to RNN based model. The

input window with two words (named as FSMNsearch-30-

2word) yields better BLEU result than one word (named as

FSMNsearch-30-1word). What’s more, the training speed is

about 2 times faster (see table II) than RNN based model in

our implementation benefiting from the concurrency of FSMN.

1https://github.com/nyu-dl/dl4mt-tutorial

We also noticed that in [14] CNN is much faster than RNN in

sequence to sequence model. And we consider it is mainly due

to our implementation efficiency that the FSMN based model

yields marginal acceleration ratio.

TABLE I
BLEU SCORES ON THE TEST SET FOR DIFFERENT MODELS

Model Test BLEU
RNNsearch-30 [1] 21.50
RNNsearch-50 [1] 28.45
FSMNsearch-30-1word 23.04
FSMNsearch-30-2word 23.47
FSMNsearch-50-2word 28.74

TABLE II
TRAINING TIME FOR DIFFERENT MODELS

Model hour/epoch
RNNsearch-30 23.9
RNNsearch-50 52.5
FSMNsearch-30-2word 11.7
FSMNsearch-50-2word 33.1

We also visualize the FSMN encoding vectors a,b in the

last memory block (see (5),(7)) in encoder and decoder layer

in Fig. 3. The learned FSMN filters are similar to [16][17][18],

which means that the further a word is away from the current

central word, the less important the word is for current central

word representation and translation. The first value of the

vector b is small which explains why we use both ṽ1
t and

v1
t to calculate the attention.

The attention of FSMN encoder is given in Fig. 4. The

FSMN based model with input window containing one word

(see the top figure in Fig. 4) can generate similar alignments

with RNN based model, which proves the effectiveness of the

FSMN based model. As for the model with input window

containing two words (see the bottom figure in Fig. 4), it is

reasonable that the alignments are one-word mismatch.
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Fig. 3. Illustration of the learned filters in scalar FSMN for both encoder and
decoder. ’FSMNEnc-scalar’ means the forward encoder vector. ’FSMNEnc-
R-scalar’ means the reverse encoder vector. ’FSMNDec-scalar’ means the
decoder vector.
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Fig. 4. top) Alignment found by FSMNSearch-30-1word with input window
containing one word. bottom) Alignment found by FSMNSearch-50-2word
with input window containing two words. The x-axis and y-axis of each plot
correspond to the words in the source sentence (English) and the generated
translation (French) respectively. The input sentence is same as Fig. 3(c) in
[1] so as to compare the models.

IV. CONCLUSIONS AND FUTURE WORK

In this paper, we replace all the RNN models used in

encoder-decoder model with FSMN and apply it to machine

translation task. The performance of the FSMN based model

is comparable to the conventional attention based encoder-

decoder model as FSMN contains memory block to model

the long term dependency. Meanwhile, the training speed of

the FSMN based model is faster because of the non-recurrent

architecture. In our experiments, we prove that the RNNs in

encoder-decoder model can be replaced by FSMN to some

extent. In the future, we will consider more powerful FSMN

models like vector FSMN and other technologies employed in

RNN-based encoder-decoder model.
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