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Abstract—A mismatch in training and operating environments
causes a performance degradation in speech recognition systems
(ASR). One major reason for this mismatch is due to the pres-
ence of expressive (emotive) speech in operational environments.
Emotions in speech majorly inflict the changes in the prosody
parameters of pitch, duration and energy. This work is aimed at
improving the performance of speech recognition systems in the
presence of emotive speech. This work focuses on improving the
speech recognition performance without disturbing the existing
ASR system. The prosody modification of pitch, duration and
energy is achieved by tuning the modification factors values
for the relative differences between the neutral and emotional
data sets. The neutral version of emotive speech is generated
using uniform and non-uniform prosody modification methods
for speech recognition. During the study, IITKGP-SESC corpus
is used for building the ASR system. The speech recognition system
for the emotions (anger, happy and compassion) is evaluated. An
improvement in the performance of ASR is observed when the
prosody modified emotive utterance is used for speech recognition
in place of original emotive utterance. An average improvement
around 5% in accuracy is observed due to the use of non-uniform
prosody modification methods.

Index Terms—prosody, automatic speech recognition, IITKGP-
SESC, uniform prosody modification, non-uniform prosody mod-
ification.

I. INTRODUCTION

Automatic speech recognition (ASR) is the process of con-
verting the speech signal into sequence of symbols. A degra-
dation in the performance of practical ASR system is observed
due to mismatch in training and testing environments. Speech
recognition in various emotional environments is a crucial
aspect to be addressed in human-machine interaction. Emotion
in speech majorly reflect the mental state of speaker and
inflicts the changes in the physiological aspects of respiration,
phonation and articulation [1]. The manifestation of these
physiological changes majorly attribute to change in prosody
parameters such as pitch, duration and energy [2].

Prosody modification involves the process of manipulating
the pitch and duration of the speech without introducing the
spectral and temporal distortions in it [3] [4]. In the literature,
different techniques have been proposed for prosody modifi-
cation [5] [6] [7]. These prosody modification techniques are
classified into time domain and frequency domain approaches
[8]. The influence of different emotions on various prosody
parameters have been studied in [2] [9]. The relative change
in prosody parameters have been studied at uniform and non-
uniform levels. These relative changes in the prosody param-
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eters are reported as prosody modification factors. There have
been studies to quantify the relative changes in the prosody
parameters as modification factors to generate an emotive
utterance from neutral utterance and vice-versa. In [10], the
prosody modification factors at uniform and non-uniform levels
are studied for generating the neutral version of a emotive
speech. The effectiveness of the modification factors of non-
uniform levels are superior when compared to modification
factors at uniform prosody levels. Most of the studies [11] [12]
aim at generating the emotive version of a neutral utterance
but there have been a very minimal attempts [13] to generate
the neutral version of a emotional utterance. The motivation of
the paper is to generate the neutral version of emotive speech
and to evaluate the speech recognition system performance on
the prosody modified speech [14]. Majority of above methods
attempt to measure the effectiveness of prosody modification
based on perceptual scores but applicability of these methods
in the perspective of practical ASR system is explored in this
paper.

In this study, uniform and non-uniform prosody modification
method is explored for generating a neutral version of an
emotive utterance to improve performance of ASR system. The
remaining paper is organized as follows: Section II describes
the details of the baseline experimental setup. In Section III,
the details of the speech recognition in emotion conditions are
discussed. Finally, Section IV gives the summary and scope for
further studies.

II. EXPERIMENTAL SETUP FOR ASR SYSTEM

This Section consists of two sub sections, A and B. Section
II(A) provides the information about the emotion corpus used
for the study. Section II(B) explains about the baseline ASR
system performance.

A. Emotion Database

The database consisting of spontaneous natural emotions is
required for the analysis of emotional speech. The emotion
databases developed by different research groups are catego-
rized as simulated, semi-natural and near to natural database.
In this paper a simulated emotion corpus is prefered where the
speech is recorded from professional speakers by prompting
them to enact emotions through a given text in a language.
There have been many standard simulated databases such as
Danish emotion speech database (DES) and Berlin emotion
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speech database (EMO-DB). The main reason for not consid-
ering these databases as there is no sufficient data to build
an ASR system. These emotion corpus are limited only to
10 speakers. The Emotion database considered in this paper
is Simulated Emotion Speech Corpus [15] which is collected
by Indian Institute of Technology, Kharagpur (IITKGP-SESC).
The database collected is for Telugu (Indian) language which
consists of around 1500 utterances spoken by radio artists. The
recordings collected from 10 professional speakers (5 male and
5 female) of 15 sentences each spoken in 8 emotions and
repeating these in 10 separate sessions. The entire duration
of the total database is seven hours. The ASR system is
trained with neutral speech recorded from 40 speakers and the
recordings from 10 speakers are used for testing in different
emotion modes. In this paper the emotions considered other
than neutral mode are happy, anger and compassion modes.

B. Baseline ASR system Performance

The baseline ASR system is built on Sphinx-3 tool kit de-
veloped by Carnegie Mellon University (CMU). The language
model employed is a ARPA format trigram model built from
CMUCLMTK toolkit. A word level HMM acoustic model is
trained on the IITKGP-SESC corpus using the data from 40
speakers in neutral mode. This simulated emotion corpus con-
sists of 60 words and testing is performed on 10 speakers. The
speech recognition system is evaluated on the three different
emotions of anger, happy and compassion.

The ASR system performance in terms of word accuracy for

TABLE I. ASR system performance trained on neutral speech and tested on
different emotions (neutral, anger, happy and compassion)

Emotion ASR word accuracy (%)
Neutral 96.51
Anger 85.37
Happy 75.37
compassion 79.27

the neutral, anger, happy and compassion is shown in Table
I. From the results in Table I, it can be observed that there
is a degradation in the system performance observed for the
three emotions of anger, happy and compassion. Column 2 in
Table I describes the performance of the ASR system which is
trained on neutral speech. The performance of the ASR system
observed is better in case of neutral speech as the system
is trained on the same neutral speech and a degradation in
the performance is observed for speech in the other emotions
(anger, happy and compassion). More degradation of the speech
recognition system performance is observed in the case of
happy emotion.

III. SPEECH RECOGNITION IN EMOTION CONDITIONS

In this paper, the effectiveness of non-uniform prosody mod-
ification is studied over uniform prosody modification method.
The performances of these methods is compared with the study
presented in [14] using FAST prosody modification method.
The epoch based prosody modification is prefered where it
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employs the zero frequency filtering (ZFF) method to provide
the accurate estimation of epochs [5] [6]. This section consists
of three sub sections, A, B and C. Section III (A), III (B) and
IIT (C) describes the ASR system in emotional environment
using FAST, uniform and non-uniform prosody modification.

The block diagram for the proposed speech recognition system

Test utterance

Prosody modification
factors based on emotion

\ 4

Non-uniform prosody
modification

\ 4

ASR system

v

output

Fig. 1. Block diagram description for ASR system in emotional environments
speech using non-uniform prosody modification

in emotional environments is presented in Fig.1. The emotive
speech utterance considered is segmented to three different
regions i.e. starting, middle and end regions. The prosody
modification factors for the corresponding regions are chosen
from Table.Ill. The prosody parameters of emotional speech
are modified using non-uniform prosody modification and the
neutral version of emotive speech is generated. This generated
neutral speech is considered for speech recognition and the
performance of ASR system is evaluated.

A.  Performance of speech recognition system using FAST
prosody method

In the FAST prosody modification [6] [16] the assumption is
that the target neutral utterance is readily available to perform
the prosody manipulation on the emotive utterance. Emotion
in speech inflicts the changes the in physiological aspects. In
emotion the majority of changes are observed in excitation
source and prosody (pitch, duration and energy) parameters.
The source excitation features are majorly reflected by the
linear prediction (LP) residual. The three steps involved in the
fast prosody manipulation is to derive the instants of significant
excitation (epochs) from the speech signal by zero frequency
filtering (ZFF) method [17], the next step is to derive a
modified new epoch sequence according to the desired prosody
parameter and the last step is to generate a modified speech
signal from the modified epoch sequence. In this approach
the duration of both emotive and neutral utterance is made
equal using DTW alignment. LP residual from the neutral
utterance is used to synthesize the neutral version of an emotive
utterance and the synthesized neutral version is used for speech
recognition instead of emotional utterance. The performance
of the speech recognition system is shown in the column 2
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of Table IV. The results obtained using FAST prosody method
have shown the better improvement in the ASR system.

B. ASR system performance on uniform prosody modified
speech

The FAST prosody method fails when there is no parallel
neutral utterance readily available in the real-world scenario.
The main aim of this work is to improve the speech recognition
performance without disturbing the existing ASR system. The
major challenge for the uniform prosody modification method
lies in the generation of neutral version for the given emotive
speech. The influence of the three emotions anger, happy and
compassion on the prosody components of Pitch, duration
and energy are studied. The relative changes in the prosody
parameters for the emotive and neutral speech are identified
and they are reported as the modification factors for the
prosody components. The prosody modification factors to
convert the emotive speech to neutral speech are considered
from the analysis study reported in [18] [13]. In this method
the relative differences of the prosody (pitch, duration and
energy) parameters of emotional and neutral speech are
considered. The average modification factors are considered
from the analysis of different emotional databases such as
EMO-DB, IITKGP-SESC and DES datasets of different
languages. These modification factors are determined by
tuning them for the differences between the trained neutral
data and the emotional test sets. The prosody of the entire
utterance is modified using a single modification factor on a
phase vocoder. The modification factors used to convert the
emotional utterance to neutral utterance are shown in Table II.
The results obtained using uniform prosody modified speech
is shown in column 4 of Table IV.

TABLE II. Ratio of prosody features of anger, happy, compassion emotions

to neutral
Pitch | Duration | Energy
Anger 0.59 0.62 0.72
Happy 0.86 0.92 1.01
Compassion | 1.25 1.31 1.20

Table II indicates the uniform modification factors required
to convert the anger, happy and compassion utterance to target
neutral utterance. Column 2 in Table II indicates the mean
fundamental frequency i.e. average pitch value, column 3 in
Table II indicates the Fy range. In this method the prosody
parameters from columns 2, 4 and 5 from Table II are con-
sidered for converting the anger emotion to neutral utterances.
These generated neutral version files are passed to the speech
recognition and its performance is reported in column 4 of
Table IV. The system performance is poor for happy and
compassion emotions when compared to anger emotion.
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Fig. 2. Segmentation of emotional speech to perform non-uniform prosody
modification where Fig.2(a) represents the emotional speech signal, Fig.2(b)
represents the voice and unvoiced detection using ZFF signal and Fig.2(c)
represents the segmentation of the emotional speech into starting, middle and
end regions

C. ASR system performance for non-uniform prosody modified
speech

In uniform prosody modification approach, it seems to be a
crude way to have a single and fixed scaling factor per feature.
There is a need to tune these modification factor values at a
much finer level. The idea to perform the non-uniform prosody
modification is considered from the study [13] by segementing
the emotional speech utterance into three different regions.
The prosody modification factors for different emotions of
anger, happy and compassion have been reported in detail
to convert them into a neutral utterance. The corresponding
modification factors for each segment is used to generate
the neutral version of emotive utterance and the generated
neutral utterance is used for speech recognition. The tuned
modification factor values required to perform non-uniform
prosody modification are presented in Table III.

Anger Modification Factors
Modification | Starting words | Middle words | Ending words
factors of a sentence of a sentence of a sentence
Pitch 0.86 0.93 0.94
Duration 1.38 1.19 1.21
Energy 1.08 0.96 1.15
Happy Modification Factors
Pitch 0.61 0.55 0.51
Duration 0.86 0.94 0.97
Energy 1.3 1.3 1.07
Compassion Modification Factors
Pitch 0.72 0.65 0.54
Duration 0.90 1.04 1.1
Energy 1.4 1.1 0.75

TABLE III. Non-uniform prosody modification factors for converting the

emotive utterance to neutral.

In Table III the modification factors for the prosody
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TABLE IV. ASR system performance for different prosody modification
methods. Column 3 shows the results of the ASR trained directly with
emotional speech. The evaluated results on FAST prosody method [14] is
shown in Column 4, The results of Uniform prosody modification method is
shown in Column 5 and Column 6 shows the results of Non-uniform prosody
modification method

Word Accuracy in (%)
ASK trained
with
Emotional FAST Uniform | Non-uniform

Emotion |baseline| speech |prosody [14]| prosody | prosody
Neutral 96.51 96.51 96.51 96.51 96.51
Anger 85.37 95.32 90.39 86.12 89.03
Happy 75.37 94.49 84.27 72.16 80.29
Compassion| 79.27 92.29 86.46 75.37 84.34

parameters of pitch, duration and energy are provided. The
modification factors are provided are based on position
of segments in the emotional speech utterance. In this
method, speech signal between consecutive voiced segments
is considered as an acoustic word. The evidence about the
voicing of the speech signal is computed using the approach
presented in [19]. Based on the number of acoustic words the
utterance is segmented to three regions i.e, starting middle and
ending regions as shown in Fig.2. The prosody parameters of
the emotional utterances are modified using these modification
factors in Table III and the generated neutral utterance is used
for speech recognition.

The effectiveness of the above three methods III (A), III (B),
IIT (C) is studied for speech recognition system in emotional
environments. The speech recognition system performance ob-
tained by the three different prosody modification methods are
reported in Table I'V. The maximum ASR system performance
is observed in the case when the system is directly trained
with emotional speech. Due to the use of uniform modification
factors a slight improvement has been observed in anger
emotion. The uniform modification factors cannot effectively
model the relative changes in prosody inflicted by emotion and
a poor performance has been observed for the other emotions
which is shown in column 5 of Table IV.

Though non-uniform method uses static modification fac-
tors, these modification factors are at much finer level in the
speech utterance i.e. words and the performance of non-uniform
method is superior to uniform method. In non-uniform method
the relative changes are effectively captured and a better neutral
version is generated giving a better word error rate which is
shown in column 6 of Table IV.

IV. SUMMARY AND SCOPE FOR FUTURE WORK

A degradation is observed on the neutral speech ASR sys-
tem when operated in emotional environments. Improvement
in the system performance is shown without disturbing the
existing neutral trained ASR system by exploring the prosody
parameters at the pre-processing level. The neutral version
generated from the emotional speech has yielded a better
performance in the case of non-uniform prosody modification.
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This non-uniform prosody modified speech is used in the
practical ASR application where the parallel neutral corpus
is not readily available. The study can be extended to other
emotions apart from the basic emotions of neutral, anger, happy
and compassion. The other non-normal conditions apart from
the emotional speech can be studied.
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