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Abstract—Because smart-phones are in wide use, biometric
authentication has attracted substantial attention as a user
authentication technology for them. Voice is one of the most
promising biometric modalities for user authentication on smart-
phones because a user interface involving a microphone is
commonly used on such devices and because biometric-specific
sensors are not necessary. However, biometric authentication
requires template-protection technologies to enhance the secu-
rity of the biometric template that stores a user’s biometric
information. Therefore, to design a more secure and convenient
template-protection method for smart-phones, we propose a
method to generate biometric bit strings from text-independent
voice data. We demonstrated its effectiveness through simulation
experiments.

I. INTRODUCTION

With the rapid spread of smart-phones, user authentication
for privacy protection is becoming increasingly important.
A smart-phone is equipped with various sensors, such as
microphones, cameras, and touch panels, many of which
enable biometric information to be obtained. Therefore, bio-
metric authentication has attracted much attention as a user
authentication technology for smart-phones [1]. One of the
most promising biometric modalities for user authentication
on smart-phones is voice because a user interface involving a
microphone is commonly used on such devices and because
biometric-specific sensors (e.g., fingerprint sensors) are not
necessary.

However, in biometric authentication, a user’s information is
difficult to replace when a template that stores it is leaked be-
cause such information is limited. Therefore, various methods
have been proposed for improving the security of templates
by appropriately managing them [2].

In biometric authentication using template-protection tech-
nologies, methods allowing some errors in biometric infor-
mation due to the application of an error-correcting code are
currently used [3], [4]. With these methods, the biometric
information must be calculated and represented on a finite
field. However, individuality is lost in many current methods
when the biometric information is converted into values on
the finite field (hereinafter, called biometric bit strings), which
may degrade authentication accuracy. Therefore, various meth-
ods for generating biometric bit strings have been proposed
for converting the information into bit strings while maintain-
ing individuality. These methods require different techniques

depending on the modality or expression of biometric fea-
tures. For example, an iris-based technique [5], fingerprint-
based techniques [6], [7], and handwritten signature-based
techniques [8], [9] have been proposed.

Voice-based techniques have also been proposed [10], [11],
[12], [13], and they are the main focus of attention in this
paper. However, these methods have the following problems
in that using a smart-phone was not taken into account. First,
voice samples used for evaluation are not always collected us-
ing a smart-phone. In these studies, experiments were carried
out on a certain scale of speech database; however, details
involving the method of collecting voice samples, such as
the microphone used and the existence of ambient noises,
were not described. We assume that voice samples collected
using a microphone on a smart-phone and ones having ambient
noises are indispensable for a performance evaluation. Another
problem is that voice samples used for evaluation comprise
a restriction on the kinds of words. Although many of these
studies assume a text-independent approach, experiments were
often conducted on a digit-corpus database. We assume that a
text-independent approach based on free speech data collected
on a smart-phone when a user is on the phone and also off the
phone is more suitable for the performance evaluation. Finally,
the performance of generated biometric bit strings was not
always evaluated precisely. In these studies, the performance
of the proposals was suitably evaluated from the viewpoint
of template-protection technologies; however, the properties
of biometric bit strings, which affect the performance of
template-protection, were not discussed sufficiently. We as-
sume that they are applicable to various template protection
technologies if stable biometric bit strings can be generated
while evaluating their properties.

Therefore, to design more secure and convenient template-
protection methods for smart-phones, we proposed a method
to generate biometric bit strings from text-independent voice
data. We herein demonstrate its effectiveness through some
simulation experiments.

The remainder of this paper is organized as follows. In
Section II, our method for generating biometric bit strings
is described. Next, the experimental results are presented in
Section III. Finally, the conclusions are stated in Section IV.
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Fig. 1. Overview of biometric-bit-string generation

II. BIOMETRIC-BIT-STRING GENERATION

As described in the previous section, we propose a method
to generate biometric bit strings from voice data. This method
generates stable biometric bit strings with arbitrary lengths
from a view of their application to a general biometric template
protection scheme [14] using speech information acquired in
various real usage environments. Figure 1 shows an overview
of the method. The main part of the method consists of prepro-
cessing, feature extraction, codebook generation, quantization,
and encoding. In the following subsections, we describe how
biometric-bit-strings were generated from voice data on a
smart-phone.

A. Preprocessing

We removed noise and long sections of silence in the
voice data obtained from a microphone on a smart-phone. We
performed them using noise reduction and truncating silence
in Audacity [15], which is free, open-source software. Table
I show the threshold values that we used in accordance with
each effect function.

TABLE I
PREPROCESSING PARAMETERS

Noise Noise reduction 12 dB

reduction Sensitivity 6.00
Frequency smoothing 3 bands

Truncating Detect Level -45 dB

silence silence Duration 0.01 sec.
Action Truncate to 0.001 sec.

B. Feature Extraction

We used the Mel frequency cepstral coefficients (MFCC)
technique to extract features from the voice data. Starting with

an energy-based voice activity detection, MFCC features were
extracted from the speech signal using a window function of
20-30 ms. We obtained (N =) 12 coefficients and the log-
energy value for each frame and the first and second-order
derivative, i.e., we obtained a feature vector with (Z =) 39
components per frame (N = Z

3 − 1) in total.

C. Codebook Generation

A codebook was generated using the LBG algorithm, which
is the typical algorithm of vector quantization (VQ) [16], for
the feature vectors extracted in the previous section. With the
proposed method, we set the codebook level M to 32 on
the basis of the preliminary experiments. The level was set
based on the fact that no further improvement in accuracy
was observed. Figure 2 shows the components of the generated
feature vector.

Fig. 2. Components of feature vector

D. Weighting In Consideration Of Individuality

Individuality may not be included equally in each dimension
of a codebook. Therefore, we assigned a bigger bit length
for the dimension in which individuality is greatly included.
First, we calculated the variance σ2

j (1 ≤ j ≤ Z) in each
dimension of the codebook of each voice datum as part of a
concrete technique. The smaller the variance, the more stable
the corresponding features obtained from the user. Table II and
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Figure 3 show an overview of weighting in consideration of
individuality.

TABLE II
VARIANCE FOR EACH CODEBOOK

Dimension 1 2 · · · N N+1 · · ·
x1 x1,1 x1,2 · · · x1,N x1,N+1 · · ·
x2 x2,1 x2,2 · · · x2,N x2,N+1 · · ·

...
...

xM xM,1 xM,2 · · · xM,N xM,N+1 · · ·
Variance σ2

1 σ2
2 · · · σ2

N σ2
N+1 · · ·

Fig. 3. Example of bit allocation (ex. MFCC)

We sorted these values in ascending order for each feature
vector, such as MFCC (1 ≤ j ≤ N ), ∆MFCC (N + 2 ≤
j ≤ 2N + 1), and ∆∆MFCC (2N + 3 ≤ j ≤ 3N + 2). The
preliminary experiments showed a large difference in variance
between the 4th and 5th dimensions of the feature vector,
whose components were sorted in ascending order of variance.
Also, a large difference occurred between the 9th and 10th
dimensions of the feature vector. Therefore, we divided its
components into three groups, where the variances were close
to each other within the same group, and assigned α, β, and
γ bit (α > β > γ) to each group. We set α = 4, β = 3, and
γ = 2 in this proposal by assuming that it will be implemented
on smart-phones in the future.

E. Quantization

To reduce the fluctuation in the extracted features, we quan-
tized each element of each representative vector by referring
to the preset quantization table shown in Table III. Parameter
ak(1 ≤ k < Q) was determined for each feature in advance
on the basis of preliminary experiments so that the observation
frequency of the feature value was equal over each of the quan-
tization steps. Using the proposed method without weighting
in consideration of individuality, we set the quantization level
to 16 on the basis of the preliminary experiments. However,
when weighting was done in consideration of individuality,
we set the quantization level to 16, 8, and 4 on the basis of
those experiments. The level was determined on the basis of
the stability of the feature values in the experiments and the
fact that the bit length generally used as an encryption key in
the field of cryptography was often 2n.

TABLE III
QUANTIZATION TABLE

xij S [xij ]
xij < a1 0

a1 ≤ xij < a2 1
...

...
aQ−1 ≤ xij Q− 1

F. Encoding

We encoded S [xij] into bit strings consisting of “0” and
“1.” In the proposed method, we expressed the quantized value
in Gray code. Because Gray code always has a Hamming
distance of 1 between adjacent bit strings, we can represent
features using the same bit or 1-bit difference if their values
are close.

Four bits were obtained from each feature because our
quantization level was 16 in this process. In this paper,
we define the concatenated bit string over all features as a
biometric bit string.

III. SIMULATION EXPERIMENTS

To evaluate the method’s reliability, we conducted two sim-
ulation experiments. In the first, we evaluated the performance
of the generated biometric bit strings from the viewpoint of
verification accuracy. In the second, we evaluated the statistical
features of the generated biometric bit strings. Table IV lists
the experimental conditions, and Table V lists the types of
noises used in the experiments.

TABLE IV
EXPERIMENTAL CONDITIONS

Number of speakers 10 (9 male and 1 female)
Specification Japanese free speech
Registration data 60 sec. speech × 6 times
Verification data θ sec. speech × 6 times

(θ = 5, 10, 15, 30)
Device ASUS Zenfone 2 Laser
Sensor Built-in microphone (44.1 kHz, 16 bit)
State of device Assuming a call
Software used • Speech Signal Processing Toolkit (SPTK) version 3.9

• Audacity version 2.2.2

TABLE V
TYPES OF NOISES

Type Condition Noise level (dB)
Min. Max. Avg.

1 Indoor W/o air conditioning noise 33.2 35.2 33.9
2 With air conditioning noise 45.5 47.5 46.4
3 Outdoor W/o traffic noise 45.4 56.8 48.6

A. Accuracy of Individuality of Biometric Bit String

In this experiment, we evaluated the performance of the gen-
erated biometric bit strings from the viewpoint of verification
accuracy. We calculated the equal error rate (EER), the value
where the false match rate (FMR) and false non-match rate
(FNMR) are equal. Figure 4 lists the results of the experiment
under different types of noises and different lengths of data. In
Figure 4, the column of “before processing” denotes the results
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[a] Anechoic chamber [b] Type 1 (Indoor)

[c] Type 2 (Indoor with air conditioning noise) [d] Type 3 (Outdoor)
Fig. 4. EER for each noise condition

when we evaluated the performance in terms of the feature-
vector level before converting to the bit strings. However, the
columns of “without weight” and “with weight” denote the
results when we evaluated the performance in terms of bit-
string level. As shown in Figure 4, the verification accuracy
was degraded when the data were very short (5 sec. for
example). A comparison of the feature-vector-based results
with bit-string-based ones shows that the verification accuracy
was not degraded much by quantization even in the form of
bit strings when the data were sufficiently long; however, it
depended on the noise type (see Type 3 in the same table).
Moreover, the weights tended to be effective when the noise
level was low and when the data were long. A comparison of
the aforementioned results with those described in the related
work in Sect.1 shows that our method is not always superior to
the previous work in terms of EER; however, it has advantages
over them in terms of possibility of using free speech data
considering various smart-phone-specific user services in the
near future.

B. Statistical Features of Biometric Bit String
In this experiment, we evaluated the statistical features of

the generated biometric bit strings from the viewpoint of

the potential for using private keys (cryptographic keys) for
template-protection applications.

1) Randomness: We evaluated the occurrence rate of “0”
of a bit string for each user’s data. It’s average was 50.0% ±
2.7%, and the standard deviation was 1.5 ± 0.3. Considering
that a random string had a theoretical average rate of 50% and
a standard deviation of 5.1 and that the bit string was as long
as 4992 bits (w/o weight) or 3936 bits (with weight), we found
that the generated biometric bit strings also retained sufficient
randomness with the occurrence frequency of “0” and “1.”

2) Correlation: We evaluated the auto-correlation and
cross-correlation of biometric bit strings. The average and
variance of correlation values of the bit strings with phase
shift generated from the same users were about 2.0×10−3 and
about 4.0×10−4, demonstrating the effectiveness of generated
biometric bit strings in the proposed method. Moreover, the
average and variance of correlation values of the bit strings
with phase shift generated from the different users were about
2.0×10−3 and about 4.0×10−4, demonstrating the biometric
bit strings clearly differ between users.
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IV. CONCLUSIONS

To design a more secure and convenient template-protection
method for smart-phones, we proposed a method to generate
biometric bit strings from voice data collected on smart-
phones. The simulation results suggest the proposed method
is effective.

The uniqueness and entropy of the generated biometric bit
strings should be evaluated to apply them to certain template-
protection applications in the future. In addition, because the
proposed method utilized a VQ-based speaker model for sim-
plicity, more sophisticated speaker models such as Gaussian
mixture models and universal background models need to
be considered. Such models are expected to be more robust
against noisy environments. Moreover, from the viewpoint of
template-protection technology suitable for smart-phones with
limited computational complexity and storage capacity, the
reliability of our method needs to be evaluated in more real
environments.
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