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ABSTRACT 
 
With the development of the adaptive JPEG steganography, 
steganalysis has become much more difficult in recent 
years.1In order to detect the adaptive JPEG steganography, a 
CNN based framework, i.e. the ResDet, is proposed in this 
paper, which is sensitive to the artifacts caused by the adap-
tive JPEG steganography. To avoid the influences caused by 
various image content, the JPEG image under investigation 
is preprocessed by being passed through a series of filters. 
Then the feature maps are put into multiple convolutional 
layers. Contributing to the combination of the shortcut con-
nection and the dense connection, the proposed network can 
differentiate JPEG steganography artifacts accurately with 
much more compact feature. Experiment results on Boss-
Base with J-UNIWARD have demonstrated that the pro-
posed framework with 84-dimensional feature, which will 
remarkably improve the efficiency of steganalysis, outper-
forms several state-of-the-art approaches investigated. 
INDEX TERMS Adaptive steganography; JPEG; steganal-
ysis; CNN. 

1. INTRODUCTION 
 

Since JPEG is the most widely used format in image 
communication and storage, the steganography and ste-
ganalysis on JPEG images has become an import branch in 
information hiding. The existing JPEG steganography algo-
rithms can be roughly divided into two categories based on 
whether the image content characteristics is considered: the 
non-adaptive steganography approaches and the adaptive 
steganography approaches. And the adaptive approaches 
have attracted more research interests in recent years be-
cause they are usually more difficult to detect.  
    In order to detect the adaptive steganography effectively, 
many researchers have proposed various methods, among 
which algorithms based on Rich Model is a hot research 
direction [1-4]. In [1], an 8000-dimensional DCTR (discrete 
cosine transform residual) feature is proposed, which uses 
only first-order statistics of noise residuals obtained with 
DCT bases as the pixel predictor kernels. The historical 
                                                

          
        

   
   

 

overview showed that high-dimensional feature can better 
capture statistical dependencies. Following this direction, 
the same authors proposed PHARM (PHase-Aware pRojec-
tion Model ) in [2], in which residuals are represented using 
first-order statistics of their random projections. PHARM 
showed better performance, while at the expense of a higher 
dimension (12600). In [3], GFR (Gabor Filter Rich Model) 
is proposed to filter image with a set of 2D Gabor filters, 
which can capture feature from different scales and orienta-
tions. The SCA-GFR presented in [4] is a selective channel-
aware variant of the JPEG Rich Models above. However, 
the computation costs on feature extraction with these meth-
ods are too high for practical application. 

Recently, considering the superior performance of CNNs 
in image classification and understanding, some researchers 
have adopted CNN-based approaches in JPEG steganalysis. 
Zeng et al. [5] designed a hybrid CNN model for large-scale 
JPEG steganalysis. Three convolutional layers are adopted 
to make their model effective on ImageNet. Experiment 
results on 5 million images have demonstrated that their 
CNN outperformed the traditional feature-based methods in 
detecting JPEG steganography with large-scale dataset. In 
[6], A JPEG-Phase-Aware CNN model is proposed, in 
which four  5×5 high pass filters including Gabor filter were 
adopted in preprocessing phase. In PhaseSplit module, the 
input feature maps with size of 512×512 are split into 64 
64×64 feature maps. Experiment results illustrated that the 
detection performance can be improved by splitting JPEG 
phase. In [7], Xu proposed a CNN model with 20 convolu-
tional layers. He concluded that deep CNN can better cap-
ture steganography artifacts. In order to solve the problem of 
gradient vanishing, shortcut connection [8,9] is introduced. 
Experiment results showed that this method can get better 
results than traditional methods. However, there are still 
much redundancy in those CNN based features, which 
means most dimensions of the extracted feature are useless. 

In this paper, a CNN based network named ResDet has 
been proposed to detect adaptive JPEG steganography. The 
major contributions of our approach can be summarized as 
follows: i) a new network structure is proposed to detect the 
adaptive JPEG stegonagraphy where the residual connection 
and dense connection are combined to better extract traces 
left by steganography; ii) the feature extracted by ResDet is 
much more compact than the other methods, including 
handcrafted features and the traditional CNN based features; 
iii) the experiment results have demonstrated that the pro-
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posed framework performed better than state-of-the-art 
methods when embedding rate is high. 

 
2. PREPROCESSING 
     
    To avoid the influences caused by various image content, 
the following preprocessing steps are adopted. Considering 
JPEG steganography modifies the DCT coefficients, specif-
ic embedding artifacts will be introduced in the stego imag-
es. In a decompressed JPEG image, the statistical character-
istics of pixels are not spatially invariant, which means that 
each coefficient depend on its neighborhood within the 
JPEG 8 × 8 pixel grid. It thus makes sense to collect statisti-
cal characteristic of pixels separately for each phase (i, j), 0 
≤ i, j ≤ 7. 
    Inspired by Xu [7], the input image in the JPEG format 
are first decompressed to the spatial domain. Then the de-
compressed image is convolved by sixteen DCT basis pat-
terns !(#,%) = !()#,% , 0 ≤ ,, - ≤ 4   to make the CNN ar-
chitecture concentrate on the steganography artifacts rather 
than the image contents.   

!"#(%,') = *+*,
- cos	(%2 3"45

6 )cos	('2 3#45
6 )           (1) 

where w0 = 1/ 2,wk = 1 for k > 0. Finally, the filtered image 
is quantized with a truncation threshold of 8. Images before 
and after filtering is illustrated in Fig.1. 
 

 

 
Fig. 1 Images before and after filtering through one of the 
filters. ul is origin image, ur is filtered origin image, dl is 
filtered stego image, dr is difference of two filtered images. 

 
3. THE ARCHITECTURE OF RESDET 
 
3.1 The overall structure 
 
    The overall architecture of the proposed ResDet is illus-
trated in Fig.2. We take the BossBase [13] image with size 

of 512×512 as an example to illustrate the change of feature 
dimension of each layer. 
    The input of ResDet is the filtered and truncated image 
with shape of (511,511,16), since 16 DCT basis patterns are 
used to convolve the decompressed image. The backbone of 
ResDet is composed of three resent-like blocks (RBLOCK) 
and three densenet-like blocks (DBLOCK) alternately.  

RBLOCK contains two branches: the body branch and the 
shortcut branch.  Two convolutional layers are included in 
the body branch, the kernel size of which is 3×3. Each con-
volutional layer is followed by Batch-Normalization (BN) to 
reduce internal covariant shift [10] and the most widely used 
Rectified Linear Unit (ReLU) [11] is adopted as the non-
linear activation function. The convolutional layer in the 
shortcut path is used to resize the input x to a different di-
mension to match that of the body path. To reduce the acti-
vation dimension’s height and width by a factor of 2, the 
stride of the convolutional layer is set to be 2, like the se-
cond convolutional layer in the body branch. The two 
branches are connected by the operation of  “add”. It is 
noteworthy that the number of the output feature maps in-
creases by 12  through each RBLOCK. 

 DBLOCK contains one convolutional layer, followed by 
a BN layer and a Relu layer. The size of the convolution 
kernel is  3×3 and the number of output feature maps is 
fixed to 12. The learned feature maps are concatenated with 
the input feature maps by the operation of “concatenate”, 
which is referred to as the dense connection in DenseNet 
[12]. In such a way, features learned by the previous 
RBLOCK and the DBLOCK can be passed into the next 
stage.   
 

 
Fig. 2 Architecture of the proposed dense CNN. 
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A global average-pooling is then performed in which spa-
tial average of each feature map is calculated, so that the 
output is more robust to the spatial diversity of image con-
tents and has better generalization ability. And the softmax 
layer is adopted for classification. 
 
3.2 Characteristic of the proposed structure 
 

Different from CNNs in computer vision, the proposed 
ResDet is well designed to extract traces left by JPEG ste-
ganography. Taking advantage of residual connection and 
dense connection, the feature extracted from the filtered 
image can propagate more effectively as well as be better 
exploited. The major characteristics of our network are: 
1)Residual connection: 
Inspired by Xu [7], transformed residual connection is also 
adopted in ResDet to overcome the gradient vanishing prob-
lem.  
2)Dense connection:  
    When steganography traces pass through many layers, 
some discriminative information may be lost. By dense con-
nection, features extracted by early layers are directly used 
by deep layers, which makes the output features possess a 
hierarchical representation. Therefore, the artifacts caused 
by JPEG steganography can be depicted more comprehen-
sively. Moreover, shallow and deep fields can be combined 
more freely, and the dependencies between different layers 
are smaller, making the model more compact and robust. It 
can take advantage of the low complexity of shallow fea-
tures, making it easier to get a smooth decision function 
with better generalization performance.  
3)The combination of two connections: 
    Summing up the output of two branches in residual con-
nection may block the information flow if the feature maps 
of the two layers have very different distributions. There-
fore, the cascading feature map (in dense connection) can 
preserve all feature maps and increase the variance of the 
output, thus encouraging feature reuse. 
    Furthermore, there are feature redundancy in residual 
connection. Each RBLOCK only extracts very few features 
(so-called residuals). While in dense connection, the latter 
layer has direct access to feature maps from the previous 
layer, which means that there is no need to re-learn redun-
dant feature maps. In this way, the final extracted feature 
can be more compact. 
    However, since DBLOCK concatenates feature maps of 
its two branches, the number of the output feature maps in-
creases while the size of the output feature maps keep un-
changed, which account for the increase of network parame-
ters. Thus, each DBLOCK is followed by a RBLOCK, 
which reduces the feature map dimension’s height and width 
by a factor of 2, like what pooling layer does. In this way, 
main features from DBLOCK can be remained, parame-
ters(dimensions) can be reduced at the same time. Moreo-
ver, it can also prevent overfitting and improve the generali-
zation ability of the model. 

4. EXPERIMENTS AND DISCUSSIONS 
 
4.1 Experiment Setups 
 
    The BOSS dataset [13] containing 10,000 images with the 
size 512×512 is used to evaluate the effectiveness of 
ResDet. All these images are firstly JPEG compressed with 
a specific quality factor(QF) to generate negative-class sam-
ples. QF75 and QF95 are selected as representatives for low 
and high quality. J-UNIWARD is chosen as the steganogra-
phy algorithm since it is the most secure method we investi-
gated. The corresponding positive-class samples were gen-
erated through information embedding by J-UNIWARD 
with embedding rates of 0.1, 0.2, 0.3, and 0.4 bpnzAC. Sim-
ilar to Xu [7], 50% of the origin and stego images are ran-
domly selected as the training samples, and the remaining 
samples are used for validation/testing.  
    In order to make a fair comparison, transfer learning 
strategy is not adopted in the following experiments, which 
means CNN model is trained from randomly initialized 
weights over each embedding rate. 

In all the following experiments, the detection accuracy is 
adopted as a judgement criterion, which is defined as,  

ACC = 1 − (FAR + FRR)/2     (2) 
where FAR is the rate of origin images misclassified as 
stego ones and FRR is the rate of stego images misclassified 
as origin ones. 
 
4.2 Training Process 
 
    Mini-batch gradient descent is applied to train the CNN 
model in all experiments. A batch size of 32 samples is cho-
sen for weight and bias updates. The learning rate is initial-
ized with 0.001, and the value of learning rate is reduced to 
0.1 times 10 epochs after which there is no improvement of 
validation loss. CNN is trained for 120 epochs. For each 
convolutional layer, the parameters in the convolution ker-
nels were randomly initialized from zero-mean Gaussian 
distribution and bias learnings were disabled. In the last 
dense layer, parameters were initialized using ‘glo-
rot_uniform’ and weight decay was enabled. Keras is used 
as the deep learning framework. 
    

 
 

Fig.3 Effect of Number of Epochs on Model Accuracy, 
QF=75, embedding rate=0.4 bpnzAC 
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To visualize the learning progress of ResDet, Fig.3 is de-
picted for demonstrating the accuracies for the training, val-
idation by taking the QF=75 and embedding rate 0.4 for 
example. As shown in the figure, the two curves share simi-
lar convergent trend, which means the model is sensitive to 
the artifacts caused by the adaptive JPEG steganography. 
 
4.3 Performance Comparisons with State-of-the-art Ap-
proaches 
 
    In this section, the detection performance on BOSS da-
taset [13] for J-UNIWARD with payloads ranging from 0.1 
bpnzAC to 0.4 bpnzAC are given. Besides the proposed 
algorithm, two state-of-the-art CNN based approaches, in-
cluding Xu’s [7] and Chen et al.’s [6] and the conventional 
steganalysis methods SCA-GFR [4], are employed for com-
parison. Experiment results are showed in Table 1 and Table 
2. 
 
Table 1: Experiment results on BOSS with QF75 

 Embedding rates(bpnzAC) 
 D 0.1 0.2 0.3 0.4 

SCA-GFR 17000 0.6402 0.7684 0.8591 0.9193 
CHEN 512 0.6425 0.7874 0.8772 0.9344 

XU 384 0.6717 0.8053 0.8876 0.9359 
RESDET 84 0.6523 0.7901 0.8991 0.9581 

 
Table 2: Experiment results on BOSS with QF95 

 Embedding rates(bpnzAC) 
 D 0.1 0.2 0.3 0.4 

SCA-GFR 17000 0.5371 0.6002 0.6697 0.738 
CHEN 512 0.515 0.5966 0.6785 0.7452 

XU 384 0.511 0.6025 0.6894 0.7636 
RESDET 84 0.512 0.5876 0.7030 0.7853 

 
From the table, it can be observed that the extracted fea-

ture of ResDet is more compact than the others. The dimen-
sion of previous CNN based feature is at least 4x than that 
of ours, while Rich Model feature is at least 200x than ours. 
Because of the introduction of residual connection and 
dense connection, the features caused by JPEG steganogra-
phy are reused more effectively, which makes the network 
more concise. With low dimension feature, our ResDet 
framework achieves an average 2% accuracy gain in high 
embedding rate(such as 0.4 and 0.3 bpnzAC ). It can be ex-
plained as follows. Minor traces are left during adaptive 
JPEG steganography. Statistical features are too homogene-
ous to cope with the fluctuated distribution well. In such 
case, the CNN-based feature, with the hierarchical represen-
tation of the filtered image, can still extract useful infor-
mation to differentiate the two classes. Moreover, with the 
mutual complement of residual connection and dense con-
nection, feature with low dimension can characterize ste-
ganography traces adequately. However, when embedding 
rate is low (such as 0.1 bpnzAC), the performance of 
ResDet is slightly worse than the model of Xu. This is main-
ly because there are few differences between stego and 
origin images when embedding rate is low. Feature with low 

dimension may not well characterize these subtle differ-
ences. 

 
5. CONCLUSIONS 
 
    In this paper, a novel CNN structure(ResDet) for detect-
ing adaptive JPEG steganography is presented. Using high 
pass filtered images as the input, 84-D feature is extracted 
by ResDet which can differentiate JPEG steganography im-
ages. The most notable characteristic of ResDet is the com-
bination of residual connection and dense connection, which 
makes the network more concise, as well as more sensitive 
to traces of JPEG steganography. For the experiment results, 
the proposed method is shown to outperform the state-of-
the-art methods in most embedding rates. 
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