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#### Abstract

Expressing multidimensional information as a value in hypercomplex number systems (e.g., quaternion, octonion, etc.) has great potential, in signal processing applications, to enjoy their nontrivial algebraic benefits which are not available in standard real or complex vector systems. Exploiting sparsity of hypercomplex matrices or vectors would play an important role in utilizing such benefits. In this paper, we propose a new sparsity measure for evaluating sparsity of hypercomplex matrices. With utilizing this measure, the hypercomplex robust principal component analysis can be relaxed into the hypercomplex robust principal component pursuit and it can be reduced to a real convex optimization problem. We then derive an algorithmic solution to the hypercomplex principal component pursuit based on a proximal splitting technique. Numerical experiments are performed in the octonion domain and show that the proposed algorithm outperforms a part-wise state-of-art real, complex and quaternion algorithm.


## I. INTRODUCTION

Multidimensional information arises naturally in many areas of engineering and science since almost all observations have many attributes. Utilizing hypercomplex number system for representing such multidimensional information is one of the most effective ways because we can express multidimensional information not in terms of vectors but in terms of numbers among which we can define the four basic arithmetic operators. Indeed, it has been used in many areas such as computer graphics [1] and robotics [2], [3] wind forecasting [4]-[6] and noise reduction in acoustic systems [7]. In the statistical signal processing field, effective utilization of the $m$-dimensional Cayley-Dickson number system (C-D number system) [8], [9], which is a standard class of hypercomplex number systems [10], including, e.g., real $\mathbb{R}$, complex $\mathbb{C}$, quaternion $\mathbb{H}$, octonion $\mathbb{O}$ and sedenion $\mathbb{S}$ etc., have been investigated.

A hypercomplex number has one real part and many imaginary parts, and it can represent multidimensional data as a number for which the four arithmetic operations including multiplication and division are available. It can fulfill the four arithmetic operation for multidimensional information, which are not available for ordinary real multidimensional vectors. Moreover, thanks to the nontrivial algebraic structure, the multiplication of hypercomplex numbers can enjoy algebraically interactions among real and imaginary parts. Hypercomplex vectors, matrices and tensors can also enjoy these benefits. For example, in 3D object modeling, each point in 3-dimensional space can have multiple attribute such as
color, material, intensity, etc., and each attribute may have correlation with other attributes. Modeling of the correlations among attributes in multidimensional data and will be more and more important by the popularization of 3D printer [11], virtual reality, medical imaging etc. Algebraically natural operations in hypercomplex number system has great potential for such modelingof various correlations (see e.g., [12]-[16] for color image processing applications). However, because of the "singularity" of higher dimensional C-D number systems (see e.g., Example 1), few mathematical tools had been maintained [17]-[20]. To overcome this situation, in our previous works [21]-[23], we have proposed several useful mathematical tools for designing advanced algorithm for optimization, learning and low rank approximation in hypercomplex domain. In [21] we proposed an algebraic real translation for clarifying the relation between C-D linear system and real vector valued linear systems, and successfully designed some online learning algorithms which are available in general C-D domain. Moreover, we also proposed in [22], [23] useful tools C-D singular value decomposition, $\mathbb{R}$-rank (see Section II-C) and low rank approximation technique and proposed an algorithmic solution for low rank hypercomplex tensor completion.

One of the other standard approximation methods utilizing simpler structure of matrices is the robust principal component analysis (RPCA) [24], which separates an input matrix into a low-rank and sparse ones:

$$
\begin{equation*}
\underset{\boldsymbol{L}, \boldsymbol{S} \in \mathbb{R}^{M \times N}}{\operatorname{minimize}} \quad \operatorname{rank}(\boldsymbol{L})+\lambda\|\boldsymbol{S}\|_{0} \quad \text { s.t. } \quad \boldsymbol{M}=\boldsymbol{L}+\boldsymbol{S} \tag{1}
\end{equation*}
$$

where $\|\cdot\|_{0}$ denotes the $\ell_{0}$-norm, which counts the number of non-zero entries of $\boldsymbol{S}$. The RPCA has been successfully used for various signal processing applications such as source separation [25], face recognition [26] and so on. Unfortunately, the formulation (1) is NP-hard, so its convex relaxation called the principal component pursuit [24] is often considered in stead of the RPCA. Recently, the PCP is extended to simpler hypercomplex domains $\mathbb{C}$ and $\mathbb{H}$ using the complex matrix isomorphism [27]. However, it can be only applied up to four dimensional data and hard to be generalized to octonion and higher dimensional $\mathrm{C}-\mathrm{D}$ domain only with this isomorphism.

In this paper, to establish a RPCA framework in hypercomplex domain, first, we present Cayley-Dickson principal component analysis (C-D PCP) as a convex relaxation of the C-D extension of RPCA. This relaxation is based on the
$\mathbb{R}$-rank proposed in [22] and a new sparsity measure, $\ell_{1}$ norm of C-D matrices. This sparsity measure can be interpreted as evaluating a group sparsity of real matrices, so the proximity operator can be easily calculated. Hence, the C-D PCP is a convex optimization in real domain which can be solved by applying proximal splitting techniques to a certain structured convex optimization problem. We finally propose an hypercomplex PCP algorithm $\mathbb{A}_{m}$ based on DouglasRachford splitting (DRS) [28]. The proposed algorithm is a C-D generalization of a PCP algorithm (DR-PCP) proposed in [29] and can be applied to general C-D domains.

Numerical experiments are performed in the context of recovering sparsely corrupted low rank matrices in octonion domain and show that the proposed algorithm successfully utilizes algebraically natural correlations of real and all imaginary parts to recover much more faithfully the original matrices, corrupted randomly by noise, than a part-wise real, complex and quaternion PCP algorithms.

## II. Preliminaries

## A. Hypercomplex Number System

Let $\mathbb{N}$ and $\mathbb{R}$ be respectively the set of all non-negative integers and the set of all real numbers. Define an $m$-dimensional hypercomplex number $\mathbb{A}_{m}(m \in \mathbb{N} \backslash\{0\})$ expanded on the real vector space [8]

$$
\begin{equation*}
a:=a_{1} \mathbf{i}_{1}+a_{2} \mathbf{i}_{2}+\cdots+a_{m} \mathbf{i}_{m} \in \mathbb{A}_{m}, a_{1}, \ldots, a_{m} \in \mathbb{R} \tag{2}
\end{equation*}
$$

based on imaginary units $\mathbf{i}_{1}, \ldots, \mathbf{i}_{m}$, where $\mathbf{i}_{1}=1$ represents the vector identity element. Any hypercomplex number is expressed uniquely in the form of (2). The coefficient of each imaginary unit $a_{\ell}(\ell=1, \ldots, m)$ is represented as $a_{\ell}=\Im_{\ell}(a)$. A multiplication table defines the products of any imaginary unit with each other or with itself (e.g., $\mathbf{i}_{1}^{2}=1, \mathbf{i}_{2}^{2}=-1$ and $\mathbf{i}_{1} \mathbf{i}_{2}=\mathbf{i}_{2} \mathbf{i}_{1}=\mathbf{i}_{2}$ for $\mathbb{A}_{2}(=: \mathbb{C})$ ). The addition and the subtraction of two hypercomplex numbers are defined as commutative binomial operations

$$
a \pm b:=\left(a_{1} \pm b_{1}\right) \mathbf{i}_{1}+\left(a_{2} \pm b_{2}\right) \mathbf{i}_{2}+\cdots+\left(a_{m} \pm b_{m}\right) \mathbf{i}_{m}
$$

for $a, b \in \mathbb{A}_{m}$, where $b:=b_{1} \mathbf{i}_{1}+b_{2} \mathbf{i}_{2}+\cdots+b_{m} \mathbf{i}_{m}$, $b_{1}, \ldots, b_{m} \in \mathbb{R}$. From the unique expression of (2), the multiplication of two hypercomplex numbers

$$
\begin{aligned}
a b & =\left(a_{1} \mathbf{i}_{1}+a_{2} \mathbf{i}_{2}+\cdots+a_{m} \mathbf{i}_{m}\right)\left(b_{1} \mathbf{i}_{1}+b_{2} \mathbf{i}_{2}+\cdots+b_{m} \mathbf{i}_{m}\right) \\
& :=\sum_{k=1}^{m} \sum_{\ell=1}^{m} a_{k} b_{\ell} \mathbf{i}_{k} \mathbf{i}_{\ell} \in \mathbb{A}_{m}
\end{aligned}
$$

is determined uniquely according to the multiplication table. We also define the conjugate of hypercomplex number $a$ as

$$
\begin{equation*}
a^{*}:=a_{1} \mathbf{i}_{1}-a_{2} \mathbf{i}_{2}-\cdots-a_{m} \mathbf{i}_{m} \tag{3}
\end{equation*}
$$

In this paper, we consider the hypercomplex number systems which are constructed recursively by the Cayley-Dickson construction (C-D construction or C-D (doubling) procedure) [8]. The $\mathrm{C}-\mathrm{D}$ construction is a standard method for extending a number system. This method has been used in extending $\mathbb{R}$ to $\mathbb{C}, \mathbb{C}$ to $\mathbb{H}$ and $\mathbb{H}$ to $\mathbb{O}$. By using the C-D construction, an
$m$-dimensional hypercomplex number $\mathbb{A}_{m}$ is extended to $\mathbb{A}_{2 m}$ [8], [9] as

$$
z:=x+y \mathbf{i}_{m+1} \in \mathbb{A}_{2 m}, \quad x, y \in \mathbb{A}_{m}
$$

where $\mathbf{i}_{m+1} \notin \mathbb{A}_{m}$ is the additional imaginary unit for doubling the dimension of $\mathbb{A}_{m}$ satisfying $\mathbf{i}_{m+1}^{2}=-1, \mathbf{i}_{1} \mathbf{i}_{m+1}=$ $\mathbf{i}_{m+1} \mathbf{i}_{1}=\mathbf{i}_{m+1}$ and $\mathbf{i}_{v} \mathbf{i}_{m+1}=-\mathbf{i}_{m+1} \mathbf{i}_{v}=: \mathbf{i}_{m+v}$ for all $v=2, \ldots, m$. For example, the real number system $\left(\mathbb{A}_{1}:=\right) \mathbb{R}$ is extended into complex number system $\mathbb{C}\left(=\mathbb{A}_{2}\right)$ by the C-D construction. Note that the value of $m$ is restricted to the form of $2^{n}(n \in \mathbb{N})$. The hypercomplex number systems constructed inductively from the real number by the C-D construction are called Cayley-Dickson number system (C-D number system). The imaginary units appeared in the C-D number systems have many characteristic properties [21] such as $\mathbf{i}_{\alpha}^{2}=-1$ and $\mathbf{i}_{\alpha} \mathbf{i}_{\beta}=-\mathbf{i}_{\beta} \mathbf{i}_{\alpha}(\alpha \neq \beta)$ for all $\alpha, \beta \in\{2, \ldots, m\}$. These properties ensures $a a^{*}=\sum_{\ell=1}^{m} a_{\ell}^{2} \geq 0$ for any $a \in \mathbb{A}_{m}$ in (2) and $a^{*} \in \mathbb{A}_{m}$ in (3) and enable us to define the absolute values of C-D number $a$ as $|a|:=\sqrt{a a^{*}}$.

Example 1. 1) A representative example of hypercomplex number is the quaternion $\mathbb{H}$. The quaternion number system is constructed from the complex number system by using the C-D construction. A quaternion number is a 4-dimensional hypercomplex which is defined as

$$
q=q_{1}+q_{2} \imath+q_{3} \jmath+q_{4} \kappa \in \mathbb{H}, \quad q_{1}, q_{2}, q_{3}, q_{4} \in \mathbb{R}
$$

with the multiplication table:

$$
\begin{gather*}
\imath \jmath=-\jmath \imath=\kappa, \jmath \kappa=-\kappa \jmath=\imath, \kappa \imath=-\imath \kappa=\jmath, \\
\imath^{2}=\jmath^{2}=\kappa^{2}=-1 \tag{4}
\end{gather*}
$$

by letting $m=4, \mathbf{i}_{1}=1, \mathbf{i}_{2}=\imath, \mathbf{i}_{3}=\jmath$ and $\mathbf{i}_{4}=\kappa$. From (4), quaternions are not commutative, i.e., $p q \neq q p$ for $p, q \in \mathbb{H}$ in general.
2) The octonion $\mathbb{O}$ can be constructed from the quaternion $\mathbb{H}$ by the C-D construction. Note that the multiplication in $\mathbb{O}$ is neither commutative nor associative, i.e., $p q \neq q p$ and $(p q) r \neq p(q r)$ for $p, q, r \in \mathbb{O}$ in general [10]. For the octonion multiplication table, see, e.g., [10].

The C-D number system can be seen as an algebraically natural higher dimensional generalization of our familiar fields, i.e., $\mathbb{R}$ and $\mathbb{C}$.

We also define $\mathbb{A}_{m}^{N}:=\left\{\left[x_{1}, \ldots, x_{N}\right]^{\top} \mid x_{i} \in \mathbb{A}_{m}(i=\right.$ $1, \ldots, N)\}$ for $\forall N \in \mathbb{N} \backslash\{0\}$, where $(\cdot)^{\top}$ stands for the transpose. Define $\langle\boldsymbol{x}, \boldsymbol{y}\rangle_{\mathbb{A}_{m}^{N}}:=\boldsymbol{x}^{\mathrm{H}} \boldsymbol{y} \in \mathbb{A}_{m}, \forall \boldsymbol{x}, \boldsymbol{y} \in \mathbb{A}_{m}^{N}$ and $\|\boldsymbol{x}\|_{\mathbb{A}_{m}^{N}}:=\langle\boldsymbol{x}, \boldsymbol{x}\rangle_{\mathbb{A}_{m}^{N}}^{1 / 2}, \forall \boldsymbol{x} \in \mathbb{A}_{m}^{N}$, where $(\cdot)^{\mathrm{H}}$ denotes the Hermitian transpose of vectors or matrices (e.g., $\boldsymbol{x}^{\mathrm{H}}:=\left[x_{1}^{*}, \ldots, x_{N}^{*}\right]$ for $\boldsymbol{x}:=\left[x_{1}, \ldots, x_{N}\right]^{\top} \in \mathbb{A}_{m}^{N}$, where $x_{1} \ldots, x_{N} \in \mathbb{A}_{m}$ ). We also define the addition of two hypercomplex vectors $\boldsymbol{x}+\boldsymbol{y}:=\left[x_{1}+y_{1}, \cdots, x_{N}+y_{N}\right]^{\top} \in \mathbb{A}_{m}^{N}$ for $\boldsymbol{x}, \boldsymbol{y}\left(:=\left[y_{1}, \ldots, y_{N}\right]^{\top}\right) \in \mathbb{A}_{m}^{N}$. Let $\mathcal{S}:=\mathbb{R}, \mathcal{S}:=\mathbb{C}$ or $\mathcal{S}:=$ $\mathbb{A}_{m}(m \geq 4)$, and call the element of $\mathcal{S}$ scalar. If we define the left scalar multiplication as $\alpha \boldsymbol{x}:=\left[\alpha x_{1}, \ldots, \alpha x_{N}\right]^{\top} \in \mathbb{A}_{m}^{N}$ for $\alpha \in \mathcal{S}$ and $\boldsymbol{x} \in \mathbb{A}_{m}^{N}$, we have $\alpha \boldsymbol{x}+\beta \boldsymbol{y} \in \mathbb{A}_{m}^{N}$, $\forall \alpha, \beta \in \mathcal{S}, \forall \boldsymbol{x}, \boldsymbol{y} \in \mathbb{A}_{m}^{N}$. We can also define the right scalar
multiplication $\boldsymbol{x} \alpha \in \mathbb{A}_{m}^{N}$ in a similar way.

## B. Algebraic Translations

In this section, we introduce algebraic translation of C-D valued vectors and matrices proposed in [21]. A trivial correspondence (mapping) of hypercomplex vectors or matrices to real ones is

$$
\widehat{(\cdot)}: \mathbb{A}_{m}^{M \times N} \rightarrow \mathbb{R}^{m M \times N}: \boldsymbol{A} \mapsto \widehat{\boldsymbol{A}}:=\left[\begin{array}{c}
\boldsymbol{A}_{1}  \tag{5}\\
\vdots \\
\boldsymbol{A}_{m}
\end{array}\right]
$$

where $\boldsymbol{A}=\boldsymbol{A}_{1} \mathbf{i}_{1}+\cdots+\boldsymbol{A}_{m} \mathbf{i}_{m} \in \mathbb{A}_{m}^{M \times N}$ and $\boldsymbol{A}_{1} \ldots, \boldsymbol{A}_{m} \in$ $\mathbb{R}^{M \times N}$. This correspondence is just concatenating a real and all imaginary parts in the hypercomplex matrices. Obviously, this mapping is invertible and thus we can also define

$$
\begin{equation*}
\widetilde{(\cdot)}: \mathbb{R}^{m M \times N} \rightarrow \mathbb{A}_{m}^{M \times N}: \widehat{\boldsymbol{A}} \mapsto \boldsymbol{A} . \tag{6}
\end{equation*}
$$

Only in terms of the mappings $\widehat{(\cdot)}$ and $\widetilde{(\cdot)}$, it is hard to obtain the correspondence of matrix-vector product $\boldsymbol{A x}$, so we also introduce the following non-trivial mapping:

$$
\begin{align*}
\widetilde{(\cdot)}: \mathbb{A}_{m}^{M \times N} \rightarrow & \mathfrak{S}_{\mathbb{A}_{m}}(M, N): \\
& \boldsymbol{A} \mapsto \widetilde{\boldsymbol{A}}:=\left[\boldsymbol{L}_{M}^{(1) \top} \widehat{\boldsymbol{A}}, \ldots, \boldsymbol{L}_{M}^{(m) \top} \widehat{\boldsymbol{A}}\right], \tag{7}
\end{align*}
$$

where the matrix $\boldsymbol{L}_{M}^{(\ell)} \in \mathbb{R}^{m M \times m M}(\ell=1, \ldots, m)$ is defined for the $m$-dimensional hypercomplex number $\mathbb{A}_{m}$ as

$$
\boldsymbol{L}_{M}^{(\ell)}=\left[\begin{array}{cccc}
\delta_{1,1}^{(\ell)} \boldsymbol{I}_{M} & \delta_{1,2}^{(\ell)} \boldsymbol{I}_{M} & \cdots & \delta_{1, m}^{(\ell)} \boldsymbol{I}_{M} \\
-\delta_{2,1}^{(\ell)} \boldsymbol{I}_{M} & -\delta_{2,2}^{(\ell)} \boldsymbol{I}_{M} & \cdots & -\delta_{2, m}^{(\ell)} \boldsymbol{I}_{M} \\
\vdots & \vdots & \ddots & \vdots \\
-\delta_{m, 1}^{(\ell)} \boldsymbol{I}_{M} & -\delta_{m, 2}^{(\ell)} \boldsymbol{I}_{M} & \cdots & -\delta_{m, m}^{(\ell)} \boldsymbol{I}_{M}
\end{array}\right],
$$

with the $M$-dimensional identity matrix $\boldsymbol{I}_{M}$ and

$$
\delta_{\alpha, \beta}^{(\gamma)}:=\left\{\begin{aligned}
1 & \left(\text { if } \mathbf{i}_{\alpha} \mathbf{i}_{\beta}=\mathbf{i}_{\gamma}\right) \\
-1 & \text { (if } \left.\mathbf{i}_{\alpha} \mathbf{i}_{\beta}=-\mathbf{i}_{\gamma}\right) \\
0 & \text { (otherwise) }
\end{aligned}\right.
$$

$\mathfrak{S}_{\mathbb{A}_{m}}(M, N) \subset \mathbb{R}^{m M \times m N}$ is the restriction of $\widetilde{\boldsymbol{A}}$ and represented as

$$
\begin{align*}
\mathfrak{S}_{\mathbb{A}_{m}}(M, N) & :=\left\{\widetilde{\boldsymbol{A}} \mid \boldsymbol{A} \in \mathbb{A}_{m}^{M \times N}\right\} \subset \mathbb{R}^{m M \times m N} \\
& =\left\{\left[\boldsymbol{L}_{M}^{(1) \top} \boldsymbol{A}^{\prime}, \ldots, \boldsymbol{L}_{M}^{(m) \top} \boldsymbol{A}^{\prime}\right] \mid \boldsymbol{A}^{\prime} \in \mathbb{R}^{m M \times N}\right\} . \tag{8}
\end{align*}
$$

Using the imaginary unit vector $\boldsymbol{i}:=\left[\mathbf{i}_{1}, \mathbf{i}_{2}, \ldots, \mathbf{i}_{m}\right]^{\top} \in \mathbb{A}_{m}^{m}$, $\boldsymbol{L}_{M}^{(\ell)}$ is also compactly represented as

$$
\boldsymbol{L}_{M}^{(\ell)}=\Im_{\ell}\left(i i^{\mathrm{H}} \otimes \boldsymbol{I}_{M}\right)
$$

where ' $\otimes$ ' is the Kronecker product. Similar to the trivial mapping, $(\cdot)$ is also invertible and thus we can define

$$
(\cdot): \mathfrak{S}_{\mathbb{A}_{m}}(M, N) \rightarrow \mathbb{A}_{m}^{M \times N}: \widetilde{\boldsymbol{A}} \mapsto \boldsymbol{A} .
$$

These mappings have the following useful algebraic properties:

Fact 1 (Algebraic correspondence between real and C-D vectors and matrices [21]). For all $\boldsymbol{A}, \boldsymbol{A}^{\prime} \in \mathbb{A}_{m}^{M \times N}, \boldsymbol{B} \in \mathbb{A}_{m}^{N \times L}$ and $\boldsymbol{x} \in \mathbb{A}_{m}^{N}$,

1) $\left(\widehat{\boldsymbol{A + A}}{ }^{\prime}\right)=\widehat{\boldsymbol{A}}+{\widehat{\boldsymbol{A}^{\prime}}}^{\prime}(\widehat{\alpha \boldsymbol{A}})=\alpha \widehat{\boldsymbol{A}}$,

$$
\left(\widetilde{\boldsymbol{A}+\boldsymbol{A}^{\prime}}\right)=\widetilde{\boldsymbol{A}}+\widetilde{\boldsymbol{A}^{\prime}},(\widetilde{\alpha \boldsymbol{A})}=\alpha \widetilde{\boldsymbol{A}} \text { for all } \alpha \in \mathbb{R}
$$

2) $\left(\widetilde{\boldsymbol{A}^{\mathrm{H}}}\right)=\widetilde{\boldsymbol{A}}^{\top}$,
3) $\|\boldsymbol{x}\|_{\mathbb{A}_{m}^{N}}=\|\widehat{\boldsymbol{x}}\|_{\mathbb{R}^{m N}}$,
4) $(\widehat{\boldsymbol{A B}})=\underset{\widetilde{\boldsymbol{A}}}{\widetilde{\boldsymbol{B}}}$ and $(\widehat{\boldsymbol{A x}})=\widetilde{\boldsymbol{A}} \widehat{\boldsymbol{x}}$,
5) $(\widetilde{\boldsymbol{A B}})=\widetilde{\boldsymbol{A}} \widetilde{\boldsymbol{B}}$ if $m \leq 4$, i.e., if $\mathbb{A}_{m}=\mathbb{R}$ or $\mathbb{C}$ or $\mathbb{H}$.

Example 2. For a quaternion matrix $\boldsymbol{A}:=\boldsymbol{A}_{1}+\boldsymbol{A}_{2} \imath+\boldsymbol{A}_{3} \jmath+$ $\boldsymbol{A}_{4} \kappa \in \mathbb{H}^{M \times N}, \widehat{\boldsymbol{A}} \in \mathbb{R}^{4 M \times N}$ and $\widetilde{\boldsymbol{A}} \in \mathbb{R}^{4 M \times 4 N}$ are given as

$$
\widehat{\boldsymbol{A}}=\left[\begin{array}{l}
\boldsymbol{A}_{1} \\
\boldsymbol{A}_{2} \\
\boldsymbol{A}_{3} \\
\boldsymbol{A}_{4}
\end{array}\right], \widetilde{\boldsymbol{A}}=\left[\begin{array}{cccc}
\boldsymbol{A}_{1} & -\boldsymbol{A}_{2} & -\boldsymbol{A}_{3} & -\boldsymbol{A}_{4} \\
\boldsymbol{A}_{2} & \boldsymbol{A}_{1} & -\boldsymbol{A}_{4} & \boldsymbol{A}_{3} \\
\boldsymbol{A}_{3} & \boldsymbol{A}_{4} & \boldsymbol{A}_{1} & -\boldsymbol{A}_{2} \\
\boldsymbol{A}_{4} & -\boldsymbol{A}_{3} & \boldsymbol{A}_{2} & \boldsymbol{A}_{1}
\end{array}\right] .
$$

Remark 1. Obviously, $\mathfrak{S}_{\mathbb{A}_{m}}(M, N)$ is an $m M N$-dimensional real vector space and the non-trivial mapping $\widetilde{(\cdot)}$ is guaranteed to be an isomorphism between $\mathbb{A}_{m}^{M \times N}$ and $\mathfrak{S}_{\mathbb{A}_{m}}(M, N)$ regarding $\mathbb{A}_{m}^{M \times N}$ as a vector space over $\mathbb{R}$ (see Section II-A).

## C. Singular Value Decomposition, Rank, and Low Rank Approximation

In this section, we introduce useful notions $C-D$ singular value decomposition ( $C$-D SVD) and $\mathbb{R}$-rank for C-D matrices originally proposed in [22]. For any C-D matrix $\boldsymbol{A} \in \mathbb{A}_{m}^{M \times N}$, there exist orthogonal real matrices $\boldsymbol{U} \in \mathbb{R}^{m M \times m M}$ and $\boldsymbol{V} \in$ $\mathbb{R}^{m N \times m N}$ such that

$$
\begin{equation*}
\widetilde{\boldsymbol{A}}=\boldsymbol{U} \boldsymbol{\Sigma} \boldsymbol{V}^{\top} \tag{9}
\end{equation*}
$$

where $\boldsymbol{\Sigma}:=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{r}, 0, \ldots, 0\right) \in \mathbb{R}^{m M \times m N}$ is a rectangular diagonal matrix with positive singular values $\sigma_{1} \geq \cdots \geq \sigma_{r}(>0)$ of $\widetilde{\boldsymbol{A}}$ on the diagonal We call it $C$-D singular value decomposition ( $C-D$ SVD) and call $\operatorname{rank}^{\mathbb{R}}(\boldsymbol{A}):=r=\operatorname{rank}(\widetilde{\boldsymbol{A}}) \leq \max (m M, m N) \mathbb{R}$-rank of $\boldsymbol{A}$. The $\mathbb{R}$-rank has very strong relation to well-established original ranks [19] in C-D domain.

Fact 2 ( $\mathbb{R}$-rank and original ranks in C-D domain [22]). For complex ( $m=2$ ) or quaternion ( $m=4$ ) cases,

$$
\operatorname{rank}^{\mathbb{R}}(\boldsymbol{A})=\operatorname{mrank}(\boldsymbol{A})
$$

holds for all $\boldsymbol{A} \in \mathbb{A}_{m}^{M \times N}$.
Originally, the rank of matrices is defined as the maximum number of column vectors of them which are linearly independent. In quaternion and higher dimensional C-D domain, we can consider left and right linearly independence since left and right scalar multiplications are distinct, so we have to define carefully the rank over $\mathbb{A}_{m}$. In quaternion domain, by convention, the rank is defined as the maximum number of columns which are right linearly independent [19], since if we define so, the rank becomes equal to the number of positive singular values with the right eigenvalues. For octonion and higher dimensional C-D domain, the concrete definition of the
rank has not yet been established to the best of the author's knowledge. However, the $\mathbb{R}$-rank is explicitly available for general C-D matrices keeping the consistency with the known results (e.g., [19]) from Fact 2. Therefore, the $\mathbb{R}$-rank is a natural generalization of the rank to hypercomplex domain.

Finally, we discuss a low rank approximation of matrices in C-D domain. By passing through the Schmidt-Eckart-Young theorem [30] we can also perform a low rank approximation of C-D matrices in terms of $\mathbb{R}$-rank minimization with truncating C-D SVD. Note that this approximation does not always provide a low $\mathbb{R}$-rank matrix in $\mathfrak{S}_{\mathbb{A}_{m}}(M, N)$, i.e., the existence the corresponding C-D matrix of the low $\mathbb{R}$ rank approximation is not guaranteed (for details, see [22]). However, there are several cases where the corresponding CD matrices of low $\mathbb{R}$-rank approximation is guaranteed. The following fact is one of the examples (another examples can be seen in [22]).

Fact 3 (Inheritance of special structure of non-trivial mapping with the shrinkage operator). Let $\operatorname{shrink}(\widetilde{\boldsymbol{A}}, \tau)$ be the shrinkage operator given by

$$
\begin{equation*}
\operatorname{shrink}(\widetilde{\boldsymbol{A}}, \tau)=\boldsymbol{U} \boldsymbol{\Sigma}_{\tau} \boldsymbol{V}^{\top} \tag{10}
\end{equation*}
$$

for (9) and the shrunk diagonal matrix $\boldsymbol{\Sigma}_{\tau}:=\operatorname{diag}\left(\max \left\{\sigma_{1}-\right.\right.$ $\left.\tau, 0\}, \ldots, \max \left\{\sigma_{r}-\tau, 0\right\}, 0, \ldots, 0\right)$. For any $\boldsymbol{A} \in \mathbb{A}_{m}^{M \times N}$ and $\tau>0$,

1) If $m \leq 4$, the shrinkage operator keeps the special structure of non-trivial mapping $\widetilde{(\cdot)}$, i.e., $\operatorname{shrink}(\widetilde{\boldsymbol{A}}, \tau) \in$ $\mathfrak{S}_{\mathbb{A}_{m}}(M, N)$.
2) If $m>4$, the shrinkage operator does not always keep this structure, i.e., $\operatorname{shrink}(\widetilde{\boldsymbol{A}}, \tau) \notin \mathfrak{S}_{\mathbb{A}_{m}}(M, N)$ in general.

The shrinkage operator will be used in Section III-B and it often appears as the proximity operator (see Appendix A) of nuclear norm regularization in many context of matrix low rank approximation via proximal splitting methods including the principal component pursuit [24] and low rank matrix (or tensor) completion [31], [32].

## III. Hypercomplex Principal Component Pursuit

## A. Convex Relaxation of Hypercomplex Robust Principal Component Analysis

In this section, we formulate the robust principal component analysis (RPCA) in C-D domain. Since the $\mathbb{R}$-rank defined in II-C is available for general C-D domain, we can formulate it in C-D domain as follows:

$$
\begin{equation*}
\underset{\boldsymbol{L}, \boldsymbol{S} \in \mathbb{A}_{m}^{M \times N}}{\operatorname{minimize}} \quad \operatorname{rank}^{\mathbb{R}}(\boldsymbol{L})+\lambda\|\boldsymbol{S}\|_{0, \mathbb{A}_{m}} \quad \text { s.t. } \quad \boldsymbol{M}=\boldsymbol{L}+\boldsymbol{S}, \tag{11}
\end{equation*}
$$

where $\lambda>0$ and $\|\cdot\|_{0, \mathbb{A}_{m}}$ is the number of non-zero entries in $\boldsymbol{A} \in \mathbb{A}^{M \times N}$. Obviously from Fact 2 , this is a C-D generalization of RPCA in real domain. Similar to the real case [24], (11) is NP-hard. For relaxing (11) to a convex optimization problem, we first introduce newly the $\ell_{1}$-norm
of a C-D matrix as follows:

$$
\begin{equation*}
\|\boldsymbol{A}\|_{1, \mathbb{A}_{m}}:=\sum_{i, j=1}^{M, N}\left|\boldsymbol{A}_{i, j}\right|, \quad \boldsymbol{A} \in \mathbb{A}_{m}^{M \times N} \tag{12}
\end{equation*}
$$

For any C-D matrix $\boldsymbol{A} \in \mathbb{A}_{m}^{M \times N}$, we can consider the following real matrix:

$$
\widehat{\boldsymbol{A}}=\left[\begin{array}{ccc}
\widehat{\boldsymbol{A}}_{1,1} & \cdots & \widehat{\boldsymbol{A}}_{1, N}  \tag{13}\\
\vdots & \ddots & \vdots \\
\widehat{\boldsymbol{A}}_{M, 1} & \cdots & \widehat{\boldsymbol{A}}_{M, N}
\end{array}\right] \in \mathbb{R}^{m M \times N}
$$

with the mapping $\widehat{(\cdot)}: \mathbb{A}_{m}^{M \times N} \rightarrow \mathbb{R}^{m M \times N}$. Note that $\widehat{(\cdot)}$ is just a permutation of $\widehat{(\cdot)}$ in (5) and we can define its inverse $\widehat{(\cdot)}: \mathbb{R}^{m M \times N} \rightarrow \mathbb{A}_{m}^{M \times N}: \widehat{\boldsymbol{A}} \mapsto \boldsymbol{A}$. Then, we have

$$
\|\boldsymbol{A}\|_{1, \mathbb{A}_{m}}=\sum_{i, j=1}^{M, N}\left\|\widehat{\boldsymbol{A}}_{i, j}\right\|_{2}=:\|\widehat{\boldsymbol{A}}\|_{1}^{\mathbb{A}_{m}}
$$

where $\|\cdot\|_{2}$ is the $\ell_{2}$-norm of real vectors and note that $\widehat{\boldsymbol{A}}_{i, j} \in$ $\mathbb{R}^{m}(i=1, \ldots, M, j=1, \ldots, N)$. This implies that the $\ell_{1}-$ norm of a C-D matrix $\boldsymbol{A}$ can be regarded as a convex function $\|\cdot\|_{1}^{\mathbb{A}_{m}}$ of the real matrix $\widehat{\boldsymbol{A}} \in \mathbb{R}^{m M \times N}$ and it evaluates the group sparsity (structured sparsity) [33] of $\boldsymbol{A}^{\prime}$. Therefore, we have the following theorem:
Theorem 1 (Proximity operator of $\|\cdot\|_{1}^{\mathbb{A}_{m}}$ ). For any $\boldsymbol{A} \in$ $\mathbb{A}_{m}^{M \times N}$, the proximity operator (see Appendix $A$ ) of $\|\cdot\|_{1}^{\mathbb{A}_{m}}$ with index $\tau>0$ can be easily calculated group-wise as

$$
\begin{align*}
{\left[\operatorname{prox}_{\gamma\|\cdot\|_{1}^{\hat{A}_{m}}}(\widehat{\widehat{\boldsymbol{A}}})\right]_{i, j} } & =\frac{\widehat{\boldsymbol{A}}_{i, j}}{\left\|\widehat{\boldsymbol{A}}_{i, j}\right\|_{2}} \max \left(0,\left\|\widehat{\boldsymbol{A}}_{i, j}\right\|_{2}-\tau\right)  \tag{14}\\
& =: \widehat{\widehat{\operatorname{ST}}(\widehat{\widehat{\boldsymbol{A}}}, \tau)]_{i, j}} \tag{15}
\end{align*}
$$

where the indices $[\cdot]_{i, j}(i=1, \ldots, M, j=1, \ldots, N)$ stand for the $(i, j)$-th group of size $m \times 1$ in $\operatorname{prox}_{\gamma\|\cdot\|_{1}^{A_{m}}}\left(\boldsymbol{A}^{\prime}\right) \in \mathbb{R}^{m M \times N}$.

If we note that $\left\|\widehat{\boldsymbol{A}}_{i, j}\right\|_{2}=\left|\boldsymbol{A}_{i, j}\right|$ and by applying $\widetilde{(\cdot)}$ defined in (6) to the right hand side of (14), we formally obtain the following entry-wise soft-thresholding function of C-D matrices:

$$
[\operatorname{ST}(\boldsymbol{A}, \tau)]_{i, j}:=\frac{\boldsymbol{A}_{i, j}}{\left|\boldsymbol{A}_{i, j}\right|} \max \left(0,\left|\boldsymbol{A}_{i, j}\right|-\tau\right)
$$

This is obviously equivalent to (15) and a C-D generalization of real, complex and quaternion soft-thresholding functions.
By using $\ell_{1}$ norm we have discussed above and approximating $\mathbb{R}$-rank with nuclear norm, we have the following convex optimization problem:

$$
\begin{equation*}
\underset{\boldsymbol{L}, \boldsymbol{S} \in \mathbb{A}_{m}^{M \times N}}{\operatorname{minimize}}\|\widetilde{\boldsymbol{L}}\|_{*}+\lambda\|\boldsymbol{S}\|_{1, \mathbb{A}_{m}} \quad \text { s.t. } \quad \boldsymbol{M}=\boldsymbol{L}+\boldsymbol{S}, \tag{16}
\end{equation*}
$$

where $\|\cdot\|_{*}$ is the nuclear norm of real matrices i.e., the sum of positive singular values. In this paper, we call the problem (16) Cayley-Dickson principal component pursuit ( $C$ -
$D P C P)$. Obviously, if we set $\mathbb{A}_{m}=\mathbb{R}(m=1)$ and $\mathbb{A}_{m}=\mathbb{C}$ or $\mathbb{H}\left(\mathbb{A}_{m}=2\right.$ or 4$)$, (16) is respectively identical to the original PCP in real domain [24], and the complex and quaternionic PCP in [27]. Therefore, the C-D PCP is a natural generalization of these problems. Moreover, the C-D PCP can be regarded as a convex optimization problem in real domain since the $\ell_{1}$-norm of C-D matrices $\boldsymbol{A}$ can be regarded as a convex function of real matrices, and can be solved by proximal splitting techniques.

## B. Hypercomplex Principal Component Pursuit via Convex Optimization

In this section, we derive a new algorithm based on the Douglas-Rachford splitting technique [28] to solve the C-D PCP (16) efficiently. Denote the 2 -fold Cartesian product of the spaces of real matrices by $\mathcal{H}_{0}:=\mathbb{R}^{m M \times m N} \times \mathbb{R}^{m M \times N}$. By defining the inner product $\langle\mathcal{X}, \mathcal{Y}\rangle_{\mathcal{H}_{0}}:=\frac{1}{2} \operatorname{tr}\left(\boldsymbol{X}_{1}^{\top} \boldsymbol{Y}_{1}\right)+$ $\frac{1}{2} \operatorname{tr}\left(\boldsymbol{X}_{2}^{\top} \boldsymbol{Y}_{2}\right)=: \frac{1}{2}\left\langle\boldsymbol{X}_{1}, \boldsymbol{Y}_{1}\right\rangle_{\mathbb{R}^{m M \times m N}}+\frac{1}{2}\left\langle\boldsymbol{X}_{2}, \boldsymbol{Y}_{2}\right\rangle_{\mathbb{R}^{m M \times N}}$, where $\mathcal{X}:=\left[\boldsymbol{X}_{1}, \boldsymbol{X}_{2}\right] \in \mathcal{H}_{0}$ and $\mathcal{Y}:=\left[\boldsymbol{Y}_{1}, \boldsymbol{Y}_{2}\right] \in \mathcal{H}_{0}$, $\left(\boldsymbol{X}_{1}, \boldsymbol{Y}_{1} \in \mathbb{R}^{m M \times m N}, \boldsymbol{X}_{2}, \boldsymbol{Y}_{2} \in \mathbb{R}^{m M \times N}\right)$ and induced norm $\|\mathcal{X}\|_{\mathcal{H}_{0}}:=\sqrt{\langle\mathcal{X}, \mathcal{X}\rangle_{\mathcal{H}_{0}}}, \mathcal{H}_{0}$ becomes a real Hilbert space. First, we reformulate the problem (16) as an unconstrained the sum of two functions as follows:

$$
\begin{equation*}
\underset{\mathcal{Z} \in \mathcal{H}_{0}}{\operatorname{minimize}} \quad f(\mathcal{Z})+g(\mathcal{Z}) \tag{17}
\end{equation*}
$$

where

$$
\begin{aligned}
& \left\{\begin{array}{l}
f(\mathcal{Z}):=f_{1}\left(\boldsymbol{Z}_{1}\right)+f_{2}\left(\boldsymbol{Z}_{2}\right)=\left\|\boldsymbol{Z}_{1}\right\|_{*}+\left\|\boldsymbol{Z}_{2}\right\|_{1}^{\mathbb{A}_{m}}, \\
g(\mathcal{Z}):=\iota_{D_{1}}(\mathcal{Z})= \begin{cases}0 & \text { (if } \left.\mathcal{Z} \in D_{1}\right), \\
+\infty & \text { (otherwise) },\end{cases}
\end{array}\right. \\
& \mathcal{Z}:=\left[\boldsymbol{Z}_{1}, \boldsymbol{Z}_{2}\right] \in \mathcal{H}_{0}, \\
& D_{1}:=\left\{\left[\boldsymbol{Z}_{1}, \boldsymbol{Z}_{1}\right] \in D_{2} \mid \boldsymbol{M}=\underline{\boldsymbol{Z}}_{1}+\check{\check{\boldsymbol{Z}}}_{2}\right\} \subset D_{2} \text {, } \\
& D_{2}:=\mathfrak{S} \times \mathbb{R}^{m M \times N} \subset \mathcal{H}_{0} \text {, } \\
& \mathfrak{S}:=\mathfrak{S}_{\mathbb{A}_{m}}(M, N) \subset \mathbb{R}^{m M \times m N} .
\end{aligned}
$$

Note that the subspace $D_{1}$ represents the constraint that the observation $\boldsymbol{M}$ is from the sum of low rank and sparse matrices. This requests that both $Z_{1}$ belong to $S$, so we need the subspace $D_{2}$.

Apparently this reformulation (17) is equivalent to (16), so all we need is to identify the concrete calculation of the proximity operators of $f$ and $g$. In the same way as [29], the proximity operator of $f$ is given by

$$
\operatorname{prox}_{\gamma f}(\mathcal{X})=\left[\operatorname{prox}_{2 \gamma f}\left(\boldsymbol{X}_{1}\right), \operatorname{prox}_{2 \gamma f}\left(\boldsymbol{X}_{2}\right)\right]
$$

The proximity operator of $f_{1}$, i.e., the nuclear norm with index $2 \gamma$ is given by

$$
\operatorname{prox}_{2 \gamma f_{1}}\left(\boldsymbol{X}_{1}\right)=\operatorname{shrink}\left(\boldsymbol{X}_{1}, 2 \gamma\right) .
$$

By Theorem 1, the proximity operator of $f_{2}$, reduces to the group-wise soft-thresholding (15) of a real matrix:

$$
\begin{equation*}
\operatorname{prox}_{2 \gamma f_{2}}\left(\boldsymbol{X}_{2}\right)=\widehat{\mathrm{ST}}\left(\boldsymbol{X}_{2}, 2 \gamma \lambda\right) . \tag{18}
\end{equation*}
$$

For the function $g$, the proximity operator of the indicator function $\iota_{D_{1}}$ is the orthogonal projection $P_{D_{1}}$ onto the subspace $D_{1}$, i.e.,

$$
\operatorname{prox}_{\gamma g}(\mathcal{X})=P_{D_{1}}(\mathcal{X}):=\underset{\mathcal{Y} \in D_{1}}{\arg \min }\|\mathcal{X}-\mathcal{Y}\|_{\mathcal{H}_{0}} .
$$

Since $D_{1} \subset D_{2} \subset \mathcal{H}_{0}$, we have by $[34,5.14$, Reduction principle]

$$
P_{D_{1}}(\mathcal{X})=P_{D_{1}} \mid D_{2} \circ P_{D_{2}}(\mathcal{X}) .
$$

Note that ' $\mid D_{2}$ ' in $P_{D_{1}} \mid D_{2}$ stands for the restriction of the domain to the subspace $D_{2}$. The orthogonal projection $P_{D_{2}}: \mathcal{H}_{0} \rightarrow D_{2}$ and $P_{D_{1}} \mid D_{2}: D_{2} \rightarrow D_{1}$ respectively can be calculated as

$$
P_{D_{2}}(\mathcal{X})=\left[P_{\mathfrak{S}}\left(\boldsymbol{X}_{1}\right), \boldsymbol{X}_{2}\right]
$$

and

$$
P_{D_{1}} \left\lvert\, D_{2}(\mathcal{X})=\frac{1}{2}\left[\widetilde{\boldsymbol{M}}+\boldsymbol{X}_{1}-\widetilde{\boldsymbol{X}}_{2}^{\star}, \widehat{\boldsymbol{M}}-\widehat{\boldsymbol{X}}_{1}^{\star}+\boldsymbol{X}_{2}\right]\right.
$$

where $\boldsymbol{X}_{1}^{\star}:=\underline{\boldsymbol{X}}_{1} \in \mathbb{A}_{m}^{M \times N}$ and $\boldsymbol{X}_{2}^{\star}:=\check{\boldsymbol{X}}_{2} \in \mathbb{A}_{m}^{M \times N}$. For $P_{\mathfrak{S}}\left(\boldsymbol{X}_{1}\right)$, let $\boldsymbol{E}_{p, q, \ell}:=\boldsymbol{E}_{p, q} \mathbf{i}_{\ell} \in \mathbb{A}_{m}^{M \times N}(\ell=1, \ldots, m)$, where $\boldsymbol{E}_{p, q} \in \mathbb{R}^{M \times N}$ is the matrix only whose $(p, q)$-th entry $(p=1, \ldots, M, q=1, \ldots, N)$ is 1 and all other entries are 0. Then, we can easily verify that
$\left\langle\widetilde{\boldsymbol{E}}_{p, q, \ell}, \widetilde{\boldsymbol{E}}_{p^{\prime}, q^{\prime}, \ell^{\prime}}\right\rangle_{\mathbb{R}^{m M \times m N}}= \begin{cases}m & \left(\text { if }(p, q, \ell)=\left(p^{\prime}, q^{\prime}, \ell^{\prime}\right)\right), \\ 0 & \text { (otherwise) } .\end{cases}$ and therefore, $\left\{\frac{1}{\sqrt{m}} \widetilde{\boldsymbol{E}}_{p, q, \ell}\right\}_{p=1, q=1, \ell=1}^{M, N, m}$ is an orthonormal basis of $\mathfrak{S}$ and thus $P_{\mathfrak{S}}\left(\boldsymbol{X}_{1}\right)$ can be easily calculated as:

$$
P_{\mathfrak{S}}\left(\boldsymbol{X}_{1}\right)=\frac{1}{m} \sum_{p=1}^{M} \sum_{q=1}^{N} \sum_{\ell=1}^{m}\left\langle\boldsymbol{X}_{1}, \widetilde{\boldsymbol{E}}_{p, q, \ell}\right\rangle_{\mathbb{R}^{m M \times m N}} \widetilde{\boldsymbol{E}}_{p, q, \ell} .
$$

Now, we can calculate

$$
\begin{aligned}
\operatorname{prox}_{\gamma g}(\mathcal{X}) & =P_{D_{1}} \mid D_{2} \circ P_{D_{2}}(\mathcal{X}) \\
& =P_{D_{1}} \mid D_{2}\left[P_{\mathfrak{S}}\left(\boldsymbol{X}_{1}\right), \boldsymbol{X}_{2}\right] \\
& =\frac{1}{2}\left[\widetilde{\boldsymbol{M}}+P_{\mathfrak{S}}\left(\boldsymbol{X}_{1}\right)-\widetilde{\boldsymbol{X}}_{2}^{\star}, \widehat{\boldsymbol{M}}-\widehat{\boldsymbol{X}}_{1}^{\star \star}+\boldsymbol{X}_{2}\right],
\end{aligned}
$$

where $\boldsymbol{X}_{1}^{\star \star}:=P_{\mathfrak{S}}\left(\boldsymbol{X}_{1}\right) \in \mathbb{A}_{m}^{M \times N}$. Since all ingredients are identified, we can summarize the proposed hypercomplex principal component pursuit algorithm in Algorithm 1. Here, $\left(t_{k}\right)_{k \geq 0} \subset[0,2]$ satisfied $\sum_{k \geq 0} t_{k}\left(2-t_{k}\right)=+\infty$, $\gamma \in(0,+\infty)$. Note that the shrinkage operator does not keep the special structure of $\widetilde{(\cdot)}$, i.e., $\operatorname{shrink}(\widetilde{\boldsymbol{A}}, 2 \gamma) \notin \mathfrak{S}$ in general, so we need the projection onto the structure $P_{\mathfrak{G}}$. However, in complex and quaternion domain, it keeps the structure as shown in Fact 3, so $\boldsymbol{L}^{(k)} \in \mathfrak{S}$ and thus $P_{\mathfrak{S}}\left(\boldsymbol{L}^{(k)}\right)=\boldsymbol{L}^{(k)}$ for all $k \geq 0$. Especially if $m=1$ (i.e., $\mathbb{A}_{m}=\mathbb{R}$ ), Algorithm 1 is identical to the original DRS for the PCP (DR-PCP) proposed in [29]. Lastly, we state the convergence of the proposed algorithm.

Theorem 2 (Convergence of $\mathbb{A}_{m}$-DRS-PCP). Let parameters of Algorithm 1 be chosen so that $\gamma \in(0,+\infty),\left(t_{k}\right)_{k \geq 0} \subset$

```
Algorithm 1: \(\mathbb{A}_{m}\)-Douglas-Rachford splitting for hy-
percomplex principal component pursuit ( \(\mathbb{A}_{m}\)-DRS-
PCP)
    Input : \(\boldsymbol{M}, t_{k}, \lambda\)
    Output: Low \(\mathbb{R}\)-rank \(\boldsymbol{L}\) and sparse \(\boldsymbol{S}\)
    Initialize \(k \leftarrow 0, \boldsymbol{L}^{(k)} \leftarrow \mathbf{0}, \boldsymbol{S}^{(k)} \leftarrow \mathbf{0}\);
    repeat
        \(\boldsymbol{L}^{\star \star} \leftarrow P_{\mathfrak{S}}\left(\boldsymbol{L}^{(k)}\right), \boldsymbol{S}^{\star \star} \leftarrow \stackrel{\check{\boldsymbol{S}}}{ }^{(k)} ;\)
        \(\boldsymbol{L}^{\star} \leftarrow\left(\widetilde{\boldsymbol{M}}+P_{\mathfrak{S}}\left(\boldsymbol{L}^{(k)}\right)-\widetilde{\boldsymbol{S}}^{\star \star}\right) / 2\);
        \(\boldsymbol{S}^{\star} \leftarrow\left(\widehat{\boldsymbol{M}}-\widehat{\boldsymbol{L}}^{\star \star}+\boldsymbol{S}^{(k)}\right) / 2 ;\)
        \(\boldsymbol{L}^{(k+1)} \leftarrow\)
            \(\boldsymbol{L}^{(k)}+t_{k}\left(\operatorname{shrink}\left(2 \boldsymbol{L}^{\star}-\boldsymbol{L}^{(k)}, 2 \gamma\right)-\boldsymbol{L}^{\star}\right) ;\)
        \(\boldsymbol{S}^{(k+1)} \leftarrow \boldsymbol{S}^{(k)}+t_{k}\left(\widehat{\mathrm{ST}}\left(2 \boldsymbol{S}^{\star}-\boldsymbol{S}^{(k)}, 2 \gamma \lambda\right)-\boldsymbol{S}^{\star}\right) ;\)
        \(k \leftarrow k+1 ;\)
    until convergence;
    \(\boldsymbol{L}^{\star \star} \leftarrow P_{\mathfrak{S}}\left(\boldsymbol{L}^{(k)}\right), \boldsymbol{S}^{\star \star} \leftarrow \widetilde{\boldsymbol{S}}^{(k)} ;\)
    \(\boldsymbol{L}^{\star} \leftarrow\left(\widetilde{\boldsymbol{M}}+P_{\mathfrak{S}}\left(\boldsymbol{L}^{(k)}\right)-\widetilde{\boldsymbol{S}}^{\star \star}\right) / 2 ;\)
    \(\boldsymbol{S}^{\star} \leftarrow\left(\widehat{\boldsymbol{M}}-\widehat{\boldsymbol{L}}^{\star \star}+\boldsymbol{S}^{(k)}\right) / 2\);
    \([\boldsymbol{L}, \boldsymbol{S}] \leftarrow\left[\boldsymbol{L}^{\star}, \breve{S}^{\star}\right] ;\)
```

$[0,2]$ satisfying $\sum_{k \geq 0} t_{k}\left(2-t_{k}\right)=+\infty$. Then, the output of Algorithm 1 converges to a minimizer of (16).

Remark 2. In this paper, we employ the DRS for solving (16) but it can be also solved by other advanced convex optimization techniques such as the alternating direction method of multipliers (ADMM) [35] and the primal-dual splitting (PDS) [36], [37].

## IV. Numerical Examples

In this section, we perform some numerical experiments for examining the effectiveness of the proposed method. Following the settings in [29], [38], we randomly generate an input pairs $(\boldsymbol{L}, \boldsymbol{S})$ as follows: $\boldsymbol{L}:=\boldsymbol{X}_{L} \boldsymbol{X}_{R}^{\mathrm{H}} \in \mathbb{A}_{m}^{M \times N}$, where $\boldsymbol{X}_{L} \in \mathbb{A}_{m}^{M \times r}$ and $\boldsymbol{X}_{R} \in \mathbb{A}_{m}^{N \times r}(r<\min (M, N))$ with the all real and imaginary parts of each entry of $\boldsymbol{X}_{L}, \boldsymbol{X}_{R}$ being i.i.d from $\mathcal{N}(0,1)$. Note that $r$ is not always agree to $m \operatorname{rank}^{\mathbb{R}}$ since Fact 2 does not hold for $m>4$ in general. We choose the support set of $S$ uniformly at random from all support set of size $\rho M N(\rho \in(0,1))$. All real and imaginary parts of the non-zero entries are independently drawn form $\mathcal{U}(-256,256)$. We fixed $\lambda=1 / \sqrt{\max (M, N)}$ in the experiments. We perform experiments in the case where $\mathbb{A}_{m}=\mathbb{O}(m=8)$. We compare the proposed method $\mathbb{A}_{m}$-DRS-PCP and three partwise DRS-PCP method, $\mathbb{H}^{2}$-DRS-PCP, $\mathbb{C}^{4}$-DRS-PCP and $\mathbb{R}^{8}$ -DRS-PCP. These part-wise methods split $\mathbb{O}$ into $\mathbb{H}^{2}, \mathbb{C}^{4}$ and $\mathbb{R}^{8}$ estimate all parts separately. TABLE I shows the performance comparisons of all four algorithms. Fig. 1 and Fig. 2 show the differences of all real and parts between the estimated low rank matrices and original matrices for the right case of TABLE I for $\mathbb{A}_{m}$-DRS-PCP (Fig. 1) and $\mathbb{H}^{2}$ -DRS-PCP (Fig. 2). They show that the proposed method $\mathbb{A}_{m^{-}}$

TABLE I
Performance comparison

| $\boldsymbol{L}, \boldsymbol{S} \in \mathbb{O}^{32 \times 32}, \rho=0.2, \operatorname{rank}^{\mathbb{R}}(\boldsymbol{L})=29$ |  |  |
| :--- | :---: | :--- |
| Algorithm |  | error |
| $\mathbb{A}_{m}$-DRS-PCP | $2.0 \mathrm{e}-6$ | \# iter. |
| $\mathbb{H}^{2}$-DRS-PCP | 1.0 | 3,044 |
| $\mathbb{C}^{4}$-DRS-PCP | $8.2 \mathrm{e}-1$ | 2,265 |
| $\mathbb{R}^{8}$-DRS-PCP | 37.5 | 2,990 |
| $\boldsymbol{L}, \boldsymbol{S} \in \mathbb{O}^{32 \times 32}, \rho=0.2$, rank $^{\mathbb{R}}(\boldsymbol{L})=58$ |  |  |
| Algorithm |  | error |
| $\mathbb{A}_{m}$-DRS-PCP | \# iter. |  |
| $\mathbb{H}^{2}$-DRS-PCP | 11.9 | 2,971 |
| $\mathbb{C}^{4}$-DRS-PCP | 9.6 | 2,553 |
| $\mathbb{R}^{8}$-DRS-PCP | 78.7 | 1,894 |

DRS-PCP outperforms all part-wise methods by exploiting all correlations among real and imaginary parts. $\mathbb{H}$-DRS-PCP and $\mathbb{C}$-DRS-PCP much better than $\mathbb{R}$-DRS-PCP since it may utilize these correlations in part. This experiment also shows that $\mathbb{C}^{4}$ -DRS-PCP is a little bit better than $\mathbb{H}^{2}$-DRS-PCP. This may be because the exploiting correlations with quaternion is not so important in this example.

## V. Conclusions

In this paper, we have proposed an algorithmic solution to hypercomplex principal component pursuit based on a proximal splitting technique. This solution solves the hypercomplex principal component pursuit, which is a convex relaxation of hypercomplex robust principal component analysis with a new sparsity measure of C-D matrices, and utilizes a useful mathematical tools including C-D SVD and $\mathbb{R}$-rank based on algebraic translations of C-D number systems. Numerical experiments show that the proposed algorithm separates the observed matrices into the sum of low rank and sparse ones much more faithfully than existing algorithms.

## Appendix A <br> Douglas-Rachford Splitting

The Douglas-Rachford splitting (DRS) [28], [39], [40] is a well-defined proximal splitting method that solves the minimization of the sum of two functions

$$
\begin{equation*}
f(\boldsymbol{x})+g(\boldsymbol{x}) \tag{19}
\end{equation*}
$$

where $f$ and $g$ are assumed to be elements of the class, denoted by $\Gamma_{0}(\mathcal{H})$, of proper lower semicontinuous convex functions from a real Hilbert space $\mathcal{H}$ to $\mathbb{R} \cup\{+\infty\}$. For given $\gamma \in(0,+\infty)$, the DRS approximates a minimizer of (19) with $\left(\operatorname{prox}_{\gamma g}\left(x_{k}\right)\right)_{k \geq 0}$ by generating the following sequence $\left(\boldsymbol{x}_{k}\right)_{k \geq 0}$ :
$\boldsymbol{x}_{k+1} \leftarrow \boldsymbol{x}_{k}+t_{k}\left\{\operatorname{prox}_{\gamma f}\left[2 \operatorname{prox}_{\gamma g}\left(\boldsymbol{x}_{k}\right)-\boldsymbol{x}_{k}\right]-\operatorname{prox}_{\gamma g}\left(\boldsymbol{x}_{k}\right)\right\}$,
where $\left(t_{k}\right)_{k \geq 0} \subset[0,2]$ satisfies $\sum_{k \geq 0} t_{k}\left(2-t_{k}\right)=+\infty$ and the proximity operator [41] of index $\gamma$ of $f \in \Gamma_{0}(\mathcal{H})$ is defined


Fig. 1. Difference between the original matrix $\boldsymbol{L}^{\text {opt }}$ and the estimated low rank matrix $\boldsymbol{L}$ with $\mathbb{A}_{m}$-DRS-PCP


Fig. 2. Difference between the original matrix $L^{\text {opt }}$ and the estimated low rank matrix $\boldsymbol{L}$ with $\mathbb{H}^{2}$-DRS-PCP
as

$$
\operatorname{prox}_{\gamma f}: \mathcal{H} \rightarrow \mathcal{H}: \boldsymbol{x} \mapsto \underset{\boldsymbol{y} \in \mathcal{H}}{\arg \min }\left\{f(\boldsymbol{y})+\frac{1}{2 \gamma}\|\boldsymbol{x}-\boldsymbol{y}\|_{\mathcal{H}}^{2}\right\}
$$

with the norm on $\mathcal{H}$ denoted by $\|\cdot\|_{\mathcal{H}}$. Indeed, if $\operatorname{dim}(\mathcal{H})<\infty$, $\left(\operatorname{prox}_{\gamma g}\left(x_{k}\right)\right)_{k \geq 0}$ converges to a minimizer of (19) (see e.g., [42]).
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