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Abstract—Noise suppression techniques with low 

computational complexity and fast parameter tuning procedure 

are very important for the clinical implementation of cochlear 

implants (CI) and the postoperative rehabilitation of CI recipients. 

This study presents an improved noise suppression algorithm 

based on Mauger’s work on perceptually optimized gain function 

for CI. The relation between the perceptually optimal Wiener 

parameters and a metric named apparent gain threshold (aGT) is 

first disclosed by CI vocoded speech perception experiments. 

Then a gain function based on the aGT is proposed for Wiener 

filtering. Instead of joint searching for the two parameters (i.e., α 

and β) as in Mauger’s work, the proposed one requires only 

searching for the optimal aGT parameter and, as a result, user-

dependent optimal parameter tuning could be much more 

efficient for CI recipients. Speech perception experiments with 

vocoder simulations in normal-hearing listeners are conducted to 

evaluate the effectiveness of the proposed method and positive 

results are obtained, which implies its promising implementation 

in clinical CI devices.   

I. INTRODUCTION 

Cochlear implants (CI) are surgically implanted electronic 

devices aiming to recover hearing ability for patients with 

severe hearing loss. The progress in CI technology in the past 

decades has enabled CI recipients to enjoy a high level of 

speech understanding in quiet. However, in real-world speech 

communications, the target speech is usually corrupted by 

acoustic interference, which reduces the intelligibility of 

speech. The artificial electric hearing provided by CI is still far 

from satisfactory for noisy speech perception [1][2]. Noise 

suppression has been one of the key techniques for CI signal 

processing. Many speech enhancement algorithms have been 

adopted in CI to improve its noise robustness.                                                                   

Particularly, algorithms with low computational complexity, 

e.g., spectral subtraction, Wiener filtering, etc., have been 

widely implemented in clinical CI devices [3]. 

    Due to the limitation of CI signal processing, e.g., coarse 

frequency and amplitude resolution, lack of temporal fine 

structure, etc., CI recipients have very different perceptual 

properties from normal-hearing (NH) listeners [4]. For 

example, most speech enhancement algorithms need to trade 

off between the noise removal and the speech distortion. In 

terms of the intelligibility of the denoised speech, NH listeners 

prefer to lower speech distortion, however, CI recipients are 

very sensitive to the noise but can tolerate high degree of 

speech distortion [5][6]. Furthermore, the hearing capability 

vary significantly across individual CI recipients. Therefore, a 

successful noise suppression implementation in CI usually 

requires a large amount of perceptual experiments to determine 

the  user-dependent optimal parameters.    

    Mauger et al. [7] studied the effectiveness of two SNR-based 

noise suppression algorithms, i.e., the ideal binary masking 

(IBM) and the parametric Wiener filtering (PWF), for CI 

recipients’ speech perception. In both algorithms, speech 

perception experiments were conducted to determine the 

perceptually optimal gain function. In comparison to IBM 

which requires only searching for an optimal gain threshold, 

PWF requires searching for two parameters (α and β). They 

also proposed a new metric called apparent gain threshold 

(aGT), and the relation between the Wiener parameters and 

aGT was also elaborated.  

Inspired by Mauger’s work, this study proposes an improved 

parametric Wiener filtering for CI noise suppression. Firstly, 

the relation between the aGT and the optimal Wiener 

parameters (α, β) is disclosed by a set of speech perception 

experiments, which tells that the searching for optimal (α, β) 

can be simplified to be searching for optimal aGT. Then, an 

aGT-dependent gain function is proposed for Wiener filtering. 

Speech perception experiments with vocoder simulations in 

normal-hearing listeners show that the proposed PWF 

algorithm outperforms the IBM with the same tuning 

complexity.  

II. SNR-BASED NOISE SUPPRESION 

In this study, the noise is assumed to be additive to the target 

speech, i.e., 

𝑦(𝑛) = 𝑥(𝑛) + 𝑑(𝑛)                             (1) 

 

where x(n), d(n) and y(n) denote the target speech, the noise 

and the noisy speech, respectively. In spectral domain, we have 

 

   𝑌(𝑘, 𝑙) = 𝑋(𝑘, 𝑙) + 𝐷(𝑘, 𝑙)                         (2) 

 

where k and l denote the frequency bin and the time frame 

index, respectively. 
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To estimate the target speech spectrum from the noisy one, 

a classical way, i.e., the Wiener filtering, is to find an 

statistically optimal gain function 𝐺(𝑘, 𝑙) such that the target 

spectrum can be estimated as 

 

𝑋̂(𝑘, 𝑙) = 𝐺(𝑘, 𝑙) ∙ 𝑌(𝑘, 𝑙)                                  (3) 

 

The parametric Wiener filtering (PWF) have been widely 

adopted for speech enhancement, in which a signal-to-noise 

ratio (SNR) dependent gain function is given as [8] 

 

𝐺(𝑘, 𝑙) = (
𝜉(𝑘,𝑙)

𝜉(𝑘,𝑙)+α
)

β

                                            (4) 

 

where 𝜉(𝑘, 𝑙) is the priori SNR computed as 

 

𝜉(𝑘, 𝑙) = {

|𝑌(𝑘,𝑙)|2

|𝐷̂(𝑘,𝑙)|2 − 1,   |𝑌(𝑘, 𝑙)|2 > |𝐷̂(𝑘, 𝑙)|
2

       0,               |𝑌(𝑘, 𝑙)|2 ≤ |𝐷̂(𝑘, 𝑙)|
2

 
     (5) 

 

in which |𝐷̂(𝑘, 𝑙)|
2

 is the estimated power spectrum of the 

noise. Besides the instantaneous noise estimate, the α and β 

variables are also need, usually pre-determined via training, for 

computing the gain function. 

Wang et al proposed an ideal binary masking (IBM) 

technique for noise suppression, in which a binary gain 

function was defined as [9]  

 

𝐺𝐵𝑀(𝑘, 𝑙) = {
1,    𝜉(𝑘, 𝑙) ≥ 𝑇𝑔

0,    𝜉(𝑘, 𝑙) < 𝑇𝑔
               (6) 

 

where 𝑇𝑔  is the gain threshold and also need to be pre-

determinded. 

In speech enhancement, the mathematically optimal gain 

function usually may not result in best subjective perception. 

Therefore, the variables α and β in (4) and 𝑇𝑔 in (6) need to be 

experimentally determined with massive subjective evaluation 

trials. In noise suppression for cochlear implants, the hearing 

capability of the CI recipients is highly subject-dependent and 

the perceptually optimized variables should be determined 

individually. 

The advantage of IBM for CI noise suppression is that it is 

much easier to determine the perceptually optimal 𝑇𝑔 (only one 

variable). However, assigning each time-frequency component 

to either signal or noise is surely not optimal as the addition of 

two signals could happen in every time-frequency component. 

Mauger investigated the performance of the two gain functions  

as given in (4) and (6) for CI noise suppression [7]. As 

demonstrated, the perceptually optimal gain threshold or 

parameters for each CI recipient are highly subject-dependent, 

which means that parameters tuning are necessary in clinical 

implementations. The work also showed that the optimal noise 

suppression effect can be obtained with different (α, β)s and the 

authors proposed a new metric, i.e., the aGT, with which the 

results of PWF and IBM can be compared. 

III. PARAMETRIC WIENER FILTERING BASED ON APPARENT 

GAIN THRESHOLD 

Based on Mauger’s work, this study proposes a parametric 

Wiener filtering based on aGT for CI noise suppression. 

Following Mauger’s definition of aGT “as the SNR that 

attenuates the input signal by half” [7], according to (4), the 

relation between the aGT and (α, β) can be given by 

 

1

2
= (

𝑇𝑎𝐺

 𝑇𝑎𝐺+𝛼
)

𝛽

                           (7) 

 

where 𝑇𝑎𝐺 denotes the aGT. As showed in [7], the optimal gain 

functions can be obtained with different (α, β)s. For a particular 

subject, assuming that all the optimal (α, β)s give the same  𝑇𝑎𝐺., 

searching for the optimal  (α, β) could be simplified to be 

searching for the optimal 𝑇𝑎𝐺.. 

This study first conducted a set of speech perception 

experiments to examine the feasibility of the assumption. Six 

NH subjects are recruited for the CI vocoder simulated 

listening tests. Three optimal (α, β)s  are searched for each 

subject, the results are given in Fig. 1. To elaborate the relation 

between 𝑇𝑎𝐺  and (α, β), the aGT curves for 𝑇𝑎𝐺  equals to 0 dB, 

2.5 dB, 5 dB and 7.5 dB are also given in the figure. One can 

see that for most subjects, the subject-dependent optimal (α, β)s 

lie in a specific aGT curve. 

Since all the (α, β)s in the same aGT curve give the same 

contribution to the noise suppression effect, if the optimal aGT 

is known for a specific subject, any points in the aGT curve 

could be the optimal (α, β) for the subject. For simplicity, fix 

the β variable to be 1, i.e., 10log10β=0, form (7) we have 

 

 𝛼 = 10( 𝑇𝑎𝐺 10⁄ )                                (8) 

 

Now the gain function in (4) can be computed as 

 

 
Fig. 1. Subject-dependent optimal parameters (α, β) for six subjects 

(each with specific marks) and the aGT curves. 
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𝐺(𝑘, 𝑙) =
𝜉(𝑘,𝑙)

𝜉(𝑘,𝑙)+10( 𝑇𝑎𝐺 10⁄ ) 
                    (9) 

 

In this case, the perceptually optimal noise suppression 

could be achieved by tuning the 𝑇𝑎𝐺 , instead of the two 

parameters α and β. 

IV. EXPERIMENTS 

To evaluate the effectiveness of the proposed noise 

suppression method for CI, speech perception experiments are 

conducted with NH subjects using CI vocoded speech input. 

A. Experiment Design 

1. Signal processing procedure for vocoder simulation 

Signal processing strategies for modern clinical CI devices 

are mostly temporal envelope-based, e.g., the continuous 

interleaved sampling (CIS) strategy [10]. This study adopts the 

CIS strategy. The vocoder simulation of CIS follows that 

presented in [11] and is depicted in Fig. 2. The input speech is 

first passed through a filter bank, which divides the fullband 

(80-7999 Hz) into eight subbands (channels) according to the 

Greenwood function [12]. In each channel, the subband output 

is half-wave rectified and low-pass filtered (with cutoff 

frequency at 250 Hz) to generate the subband envelope. The 

envelope is then used to modulate the tone carrier. Finally, the 

modulated carriers in each channel are bandpass filtered and 

level matched (to the input signal from the corresponding 

subband) and summed to produce the vocoded stimulus. 

2. Participants and Speech Materials 

The participants in the experiment are college students, 6 

females and 6 males, all with normal hearing. Table 1 lists the 

details, i.e., age, gender and speech reception threshold (SRT) 

of the 12 participants. The SRT of a subject refers to the SNR 

of the speech signal that the subject can recognize at least 50% 

words in the speech sentence. The determination of SRT for 

each participant follows the same procedure as in [13].  

The speech materials are sentences taken from the Mandarin 

Hearing in Noise Test (MHINT) database [14]. The database 

contains 40 training sentences and 240 test sentences, each 

consisting of 10 Mandarin words. The training sentences are 

for measuring the subject-dependent SRTs. In the experiment, 

subject-dependent SNR is adopted to generate the noisy signal 

and the SNR is set to be subject-dependent SRT minus 1 dB. 

Noise signals used in this experiment are the speech-spectrum 

shaped noise (SSN) and the 11-talker babble noise (BBN). 

3. Test conditions 

This study evaluated the performance of two noise suppression 

methods, i.e., the proposed parametric Wiener filtering with 

apparent gain threshold (PWF) and the ideal binary masking 

with gain threshold (IBM). Noise estimate is also essential in 

noise suppression. Two noise estimate methods, i.e., the 

improved minima controlled recursive averaging (Imcra) 

method proposed by Cohen [13] and the ideal noise estimate 

(that is, assuming the noise spectrum is known, Ideal), are 

adopted to compare the performance of PWF and IBM at 

different noise estimate confidence. Therefore, there are in total 

four noise suppression strategies, i.e., I. Ideal + IBM, II. Ideal 

+ PWF, III. Imcra + IBM and IV. Imcra + PWF, to be compared. 

For each type of noise, there are six test conditions, i.e., 

noisy speech without noise reduction (noted as Un), denoised 

speech with gain threshold ( 𝑇𝑔  for IBM) or apparent gain 

threshold (𝑇𝑎𝐺 for PWF) of -5dB, 0dB, 5dB, 7.5dB and 10dB. 

Each condition has 5 test sentences. Therefore, each subject is 

presented 240 different sentences (4 strategies, 2 noises, 6 test 

conditions and 5 sentences at each condition).  

The experiments are carried out in a soundproof room. The 

denoised speech is first passed through the vocoder simulation 

system to generate the vocoded signal and then is presented to 

the subject via a Roland Quad-Capture UA-55 audio interface 

and a Sennheiser HD 650 headset. The sounds are presented at 

a comfortable level (approximately 70 dB). The subject is 

instructed to repeat as much of the sentence as possible. Each 

sentence could be presented up to three times upon the response 

of the subject. No feedback about the correctness of the 

responses is given during the experiment. 

B. Results 

Figure 3 shows the mean word recognition rates of the 12 

subjects at the 6 test conditions for the 4 different strategies. 

The target speech signals are corrupted by SSN (Fig. 3 (a)) or 

BBN (Fig. 3 (b)). Without noise suppression, the recognition 
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Fig. 2.  Signal processing procedure for vocoder simulation 

Table I: Description for the 12 subjects in this study 

Subject Gender Age (yr) 
SRT for SSN 

(dB) 

SRT for BBN 

(dB) 

1 male 22 0.5 -3.0 

2 male 25 3.5 -2.5 

3 female 23 3.0 -2.0 

4 female 23 1.0 -3.0 

5 male 26 3.0 -4.5 

6 male 22 3.0 -1.5 

7 female 23 -1 -3.5 

8 female 23 1.5 -3 

9 male 24 0 -3.5 

10 female 24 -1.5 -3 

11 male 23 2.5 -4.5 

12 female 23 -2.5 -2 
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rates are only 43.7% for SSN and 30.2% for BBN. For both 

IBM and PWF, the performances with ideal noise estimate are 

much better than that with Imcra, which is reasonable since 

noise estimate is critical for SNR-based noise suppression.  

With known noise spectrum, the difference between IBM 

and PWF is insignificant for both noise types. On the other 

hand, when the noise estimate is not perfect, significant 

differences between IBM and PWF are observed. For example, 

strategy III and IV perform comparably for SSN at most 

threshold conditions, except that strategy IV significant 

outperforms strategy III at threshold of 10 dB. For BBN, 

strategy IV shows significant superiority over strategy III at all 

thresholds except at threshold of -5 dB.   

To further investigate the effectiveness of the proposed 

method for each subject with subject-dependent aGT, Fig. 4 

gives the best word recognition rate achieved by each subject 

with PWF or IBM for both noise types. As shown, for SSN, 6 

subjects perform better with PWF and the remaining 6 subjects 

perform better with IBM; for BBN, however, most subjects 

except subject 12 obtain better recognition rate with PWF than 

with IBM. In SSN, the average recognition rates of the 12 

subjects are 80.5% and 81.7% for IBM and PWF, respective; 

in BBN, the average rates are 71.3% and 78% for IBM and 

PWF, respectively. 

V.  CONCLUSIONS 

In this study, we propose an improved parametric Wiener 

filtering for CI noise suppression. By adopting the apparent 

gain threshold, searching for the perceptually optimal 

parameters (i.e., α and β) can be simplified to be searching for 

the perceptually optimal aGT (i.e., 𝑇𝑎𝐺 ).  This could be 

advantageous in clinical CI implementation where tuning for 

subject-dependent perceptually optimal parameters (which is 

usually very time consuming) could be crucial for 

postoperative rehabilitation. Perceptual experiments with 

vocoder simulation in normal-hearing listeners demonstrate the 

potential advantages of the proposed algorithm in clinical CI 

implementation. 
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