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Abstract— A speech enhancement algorithm using binary 

mask estimation and a priori SNR constraints is proposed. The a 

priori SNR estimation has a major impact on noise spectrum 

estimation function, so the MMSE rule is used to modify the a 

priori SNR through secondary processing to get more accurate 

estimated noise power spectrum and gain function, which are 

used to retain noise over-estimated Time-Frequency units and 

discard noise under-estimated Time-Frequency units. 

Experiments results show that the proposed algorithm can 

improve the intelligibility of speech signals for low SNR. 

I. INTRODUCTION 

As an interdisciplinary of Linguistics and Signal processing, 

speech enhancement technology has made great progress with 

the development of computer and digital signal processing 

technology in recent years. Among numerous speech 

enhancement algorithms, for instance, the algorithms based 

on statistical model and adaptive filtering can suppress a large 

amount of background noise and then improve the quality of 

speech. However, it is less than desirable when these 

approaches improve the intelligibility of speech [1]. For this 

purpose, an ideal binary mask technique was designed to 

promote voice intelligibility by limiting speech distortion and 

imposing constraints on noise [2]. This method retains the 

time-frequency (T-F) regions where the target speech 

dominates the masker (noise) (e.g., local signal to noise ratio 

(SNR)>0 dB) and removes T-F units where the masker 

dominates (e.g., local SNR<0 dB). Therefore, combining the 

binary mask technique with a supervised learning approach, 

enhanced speech-noise energy ratio can be adaptively 

controlled. Furthermore, experimental findings by 

investigative analysis verified that the existing speech 

enhancement algorithms will bring about speech amplification 

distortion and attenuation distortion in the amendatory 

process, especially the amplification distortion (in excess of 

6.02 dB) was most detrimental to speech intelligibility [5], 

which just matches certain academic theory about binary 

mask technology based on speech distortion control. Besides, 

Some scholars also put forward binary mask based on noise 

spectrum constraints through examining the effects of noise 

power spectrum density (NPSD) overestimation or 

underestimation to speech intelligibility [6][7]. And then the 

appropriate noise spectrum constraint is adopted to make the 

target signal more intelligible. 

In this paper, the minimum mean square error (MMSE) 

method refined by Hendriks [8] are chose for speech 

enhancement because it have high accuracy but low 

complexity in the estimate of NPSD. According to the 

analysis and research of the proposed approach, MMSE of the 

discrete Fourier coefficient [9] and the Decision-Directed (DD) 

algorithm have been utilized in the course of NPSD estimate. 

It is well-known that the estimate with DD algorithm is biased. 

Hence, combining MMSE criterion, we make a secondary 

processing about a priori SNR to revise NPSD and gain 

function. Finally, the new binary mask is estimated precisely 

by the modified noise power spectrum and the speech power 

spectrum. Experiments results show that the proposed 

algorithm can improve the intelligibility of speech signals for 

low SNR. 

II. BINARY MASK ESTIMATION BASED ON A PRIORI SNR 

CONSTRAINTS 

A. NPSD estimate and preliminary speech enhancement 

A Speech signal can be modeled as               , 

where      is noisy speech signal and is obtained by adding 

clean speech signal      and additive noise signal     . 

Transforming to frequency domain, we have: 
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                                 (1) 

where       ,        and        correspond to the FFTs 

of     ,       and     , respectively. k and l are, 

respectively frame number and frequency index. 

To the best of our knowledge, as one of the key 

technologies of speech enhancement, the accuracy of noise 

estimation directly determines the performance of speech 

enhancement system. In order to meet the needs of realistic 

scene, performance of the enhanced algorithm should be 

excellent with good real-time and low complexity. For this 

reason,  MMSE method was used for noise estimation that 

was refined by Hendriks [8]. The algorithm has better 

performance than the minimum-statistical algorithm based on 

tracking the minimum of short-term PSD estimate [10] and 

also better than the noise estimation algorithm based on 

minima controlled recursive averaging [11]. Implementation 

steps are expressed as follows: 

1. Compute the minimum mean square error expectation of 

noise. 

Due to the additive noise signal model, on the grounds of 

Bayes criterion and the given condition of noisy speech, the 

minimum mean square error expectation of noise can be 

written as: 

        
      

                  
  
 

                   
  
 

  
 

          （2） 

It is assumed that the DFT of the speech and noise signal is 

subject to the complex Gaussian distribution. So we have: 

              
 

   
     

                 

  
       (3) 

and 

          
 

   
      

  

  
               (4) 

Using (3) and (4) to compute (1), we get: 

         
 

      
 

 

      
                    (5) 

where   and   denotes a priori SNR and a posterior SNR 

respectively, and is given by: 

       
         

         
                   (6) 

and 

       
         

         
.                   (7) 

2. Assess a priori SNR and deviation compensation. 

The a priori SNR of Maximum likelihood estimation 

algorithm can be expressed as: 

                                     (8) 

where      is the minimum constraint of the a priori SNR 

and its typical value is –25 dB. Therefore,                 

can be obtained by computing (5) with (8).  

ML algorithm is a biased estimate. For the sake of 

exploring accurate estimation of NPSD, the deviation factor B 

is modeled as follows: 

  
  

 

      
        

 
  

 

                        
         (9) 

where    can be estimated from DD algorithm [12]: 

                
           

         
                    .(10) 

3. Compute noise power spectrum. 

Using (5) to (8), noise power spectrum can be got by: 

   
                                         (11) 

After smoothing, we have: 

   
           

                 
      ,    (12) 

where   equals to 0.8. 

In order to overcome the sudden change of environmental 

noise, the first five frames of noise power spectrum are 

computed as minimum. So we finally get: 

                                         (13) 

It is worth noting that the construct of deviation factor 

adopts DD algorithm to amend a priori SNR estimation. 

While DD algorithm has a frame delay, which causes that the 

initial enhancement speech contains incompletely suppressed 

background noise, on the other hand, some“music noise”will 

be introduced. Consequently, we will analyze the relation 

between a priori SNR estimation and noise power spectrum 
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estimation to address the problem in next section. 

B. Influence of a priori SNR estimation on noise function 

In view of the assumed model in section 2.1, estimate of 

speech and noise magnitude spectrum can be formulated by: 

                                (14) 

and 

                                 (15) 

Benefit from a simple structure and easy to implement, DD 

algorithm are selected to derive noise spectrum gain function 

       : 

        
 

        
                   (16) 

where        denotes a priori SNR of speech signal at each 

frequency bin k and l. 

It is assumed that         means a priori SNR 

estimate value with a estimate error    , and     is real a 

priori SNR estimator. Then the difference of noise spectrum 

gain function          can be calculated from (16): 

         
 

         
 

 

        
 

= 
              

                      
= – 

  

                      
 .      (17) 

So as to further reveal the correlation between a priori SNR 

and noise spectrum estimation, the error    ranges from –30 

 
Figure.1 Influence of prior SNR estimation on noise spectrum gain 

function. 

to 30 dB. And then we obtain the relation between SNR 

estimate error and the difference of noise spectrum gain 

function in Fig. 1. 

As can be seen from Fig. 1, the overestimation of a priori 

SNR will lead to the underestimation of NPSD. Considering 

that the minimum mean square error of DFT coefficient has 

been utilized in the course of NPSD estimate, hence, combing 

MMSE criterion, we make a correction again about a priori 

SNR estimate to achieve more accurate initial speech signal 

and NPSD. By utilizing human-being auditory masking effect 

and cochlear working mechanism, we make a binary masking 

about initial enhanced speech and noise signal in 

time-frequency domain to achieve a further improvement of 

speech quality.  

The secondary processing focuses on a priori SNR estimate 

of DD algorithm in (10), given by [13]: 

         
        

          
     

        

          
           (18) 

Applying the new a priori SNR to the proposed course of 

noise evaluation, the revised NPSD is retrieved. So the gain 

function of the proposed algorithm is expressed as: 

        
       

         
                 (19) 

and 

                                (20) 

where          is a constraint value of gain function. 

Therefore, we get the initial enhanced speech magnitude 

spectrum as: 

                                (21) 

C. Construction of binary mask 

The proposed algorithm applies the ideal binary mask 

technique into speech enhancement by retaining the 

time-frequency (T-F) units of the mixture signal that are 

stronger than the interfering noise (masker), and removing the 

T-F units where the interfering noise dominates. Specifically, 

we simulate the characteristics of the basilar membrane of the 

cochlea, and design a gammatone filter bank whose center 

frequency is distributed with quasi logarithmic form, and 

whose frequency band ranges from 80 Hz to 5000 Hz. With 
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the gammatone filter bank, the initial speech signal and noise 

signal are transformed into two-dimensional representation in 

frequency-domain to compute frequency power at each time 

unit. Finally a new binary mask is obtained. The impulse 

response of gammatone filter can be expressed as [14]: 

           
                               
                                                            

         (22)            

where   denotes filter order, and equals to 4. And      

denotes equal rectangular bandwidth when center frequency is 

 . 

So we get a further processing with initial speech signal 

through gammatone filter bank as [15]: 

          
 

 
                   

     
            (23) 

where   means DFT coefficient of speech signal.    means 

filter frequency-response of group k and is derived from (22). 

Using (22) for estimating noise signal, so the spectrum 

estimation after the binary mask transformation can be written 

as:  

            
                                 
                                                            

       (24) 

where           and          are, respectively, short-term 

energy of initial speech signal and noise signal, which both 

are obtained from preproccess.    is a threshold of a priori 

SNR estimator. 

Fig. 2 shows the block diagram of the proposed binary 

mask estimation based on the a priori SNR constraints.  

III. EXPERIMENTAL SIMULATION AND ANALYSIS 

As a test sample, clean speech were stitched together by 

many speakers' recording. The speakers wore headphone in a 

closed laboratory, and the distance from microphone to his 

sound source is about 2 cm. Noise samples were composed of 

white noise from Noisex-92 noise library, babble noise, 

factory noise and F16 noise. All sampling rate is 16 kHz. The 

noisy speech whose SNR ranges from 0 to 10 dB was 

generated by adding four kinds of noise in varying 

proportions into clean speech. The other parameters the 

proposed algorithm concerned include =0.98, =0.8. Here, 

we regard Speech Presence Probabilities algorithm (SPP) by

 

Fig. 2 Block diagram of the proposed binary mask estimation based on 

the a priori SNR constraints. 

 

Fig. 3 Speech waveforms processed by IBM algorithm and the proposed 

method with 0 dB white noise. 

 

Fig. 4 Spectrograms processed by IBM algorithm and the proposed 

method with 0 dB white noise. 

Zheng [15] as M1, regard IBM algorithm as M2 [16], regard 

our proposed algorithm as M3. 

Fig. 3 and Fig. 4 illustrate, respectively, time-domain 

waveforms and spectrograms of enhanced speech processed 

by IBM algorithm and the proposed method with 0 dB white 

noise. Color intensity of speech in spectrograms represents 

how much speech there is, and the more concentrated the 
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color is, the more content the speech have, the more 

intelligible the speech are. Comparing processed spectrogram 

of IBM with the proposed method shows that though speech 

tone of IBM are more focus, it is somewhat ambiguous due to 

the amplification distortion. While the speech tone processed 

by our approach is more distinct then the result processed by 

IBM. This indicates the proposed algorithm can improve 

speech intelligibility obviously. 

To further verify the effectiveness of the proposed 

algorithm, we made some subjective and objective test. 

Speech enhancement algorithm should improve the 

intelligibility of speech as much as possible when it can 

suppress noise. In auditory subjective test, assessment criteria 

is based on Mean Opinion Score (MOS) [17], while objective 

evaluation standard is depend on the average of segmental 

SNR improvement (SegSNRI) [18] and Average Logarithmic 

Spectrum Distance (LSD) [18].   

In the test of MOS, 7 men and 3 women aged 22-25 with 

normal hearing were gathered to grade the speech data 

prepared before. The main basis is whether they can hear and 

understood. Priori to the sentence test, each subject listened to 

a set of noise-corrupted sentences to get familiar with the 

testing procedure. In the formal experiment, the subjects were 

asked to listen at random to the 30 groups of speech that 

would be unprocessed or processed by the proposed algorithm, 

and recorded the scores of each condition. Then the MOS can 

be calculated. 

Fig. 5 shows evidently that under different noise 

enhancement algorithm remain some “music noise” and 

background noise more or less. While our proposed algorithm 

solves this problem well, and improves the articulation and

 

Fig. 5 MOS scores of three speech enhancement algorithms 

Table 1. Comparisons of segmental SNR improvement for 

enhanced speech in various noise corruptions. 

Noise types   SNR(dB) 
Method 

M1     M2     M3 

White         0        7.57    7.39     7.95 

              5        5.76    6.05     6.40 

             10        4.25    3.96     4.41 

Babble        0        5.27    5.06     5.35 

              5        3.14    3.67     3.99 

             10        2.02    2.75     3.20 

Factory        0        8.09    7.10     7.66 

              5        7.25    6.71     7.33 

             10        6.67    6.32     6.83 

F16           0        6.07    5.74     6.23  

              5        4.41    4.42     5.03 

             10        3.31    3.33     3.88 

 

Table 2. Comparisons of LSD for the enhanced speech in 

various noise corruptions. 

Noise types   SNR(dB) 
LSD 

M1    M2    M3 

White         0         5.74    5.88   5.63 

              5         5.15    5.13   5.00 

             10         4.48    4.54   4.31 

Babble        0         5.02    4.51   3.75 

              5         4.33    4.32   4.10 

             10         3.67    3.23   3.02 

Factory        0         4.35    4.57   4.22 

              5         3.19    3.29   3.04 

             10         2.30    2.35   2.18 

F16           0         5.58    5.72   5.43  

              5         4.91    4.83   4.46 

             10         3.94    3.69   3.42 

 

intelligibility of speech. 

Table 1 and Table 2 shows the SegSNRI and LSD 

comparison results of three speech enhancement algorithms. It 

is obvious that under any condition (white noise, babble noise, 

factory noise or F16 noise), the performance of new binary 

mask estimation based on the a priori SNR is better than the 

other two speech enhancement algorithms. Therefore, 
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according to the subjective and objective experiments, it is 

clear that the algorithm proposed in this paper can eliminate 

the background noise sufficiently and improve the speech 

quality. 

IV. CONCLUSIONS 

This paper mainly researched the speech enhancement 

algorithm based on ideal binary mask. Firstly, the influence of 

a priori SNR overestimation or underestimation on NPSD 

was analyzed and studied. And it was discovered that the 

noise estimate method based MMSE have high accuracy but 

low calculation complexity. So MMSE was applied into ideal 

binary masking speech enhancement algorithm. Moreover, 

concretely analyzing the calculation process of noise 

estimation based on MMSE, it could be found that noise 

estimate was obtained by minimum mean square error 

estimator in the assumption that speech and noise are 

independent each other and both obeyed the Gaussian 

distribution. Hence, given that the estimate with DD 

algorithm is biased, we made a secondary processing based on 

MMSE about a priori SNR estimated in DD algorithm. And 

combining human-being auditory masking effect and cochlear 

working mechanism into ideal binary mask technique, the 

proposed algorithm has achieved pretty good results. 
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