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Abstract—Speech Enhancement (SE) system deals with im-

proving the perceptual quality and preserving the speech intelli-

gibility of the noisy mixture. The Time-Frequency (T-F) masking-

based SE using the supervised learning algorithm, such as a

Deep Neural Network (DNN), has outperformed the traditional

SE techniques. However, the notable difference observed between

the oracle mask and the predicted mask, motivates us to explore

different deep learning architectures. In this paper, we propose

to use a Convolutional Neural Network (CNN)-based Generative

Adversarial Network (GAN) for inherent mask estimation. GAN

takes an advantage of the adversarial optimization, an alternative

to the other Maximum Likelihood (ML) optimization-based

architectures. We also show the need for supervised T-F mask

estimation for effective noise suppression. Experimental results

demonstrate that the proposed T-F mask-based SE significantly

outperforms the recently proposed end-to-end SEGAN and a

GAN-based Pix2Pix architecture. The performance evaluation in

terms of both the predicted mask and the objective measures, dic-

tates the improvement in the speech quality, while simultaneously

reducing the speech distortion observed in the noisy mixture.

Index Terms: speech enhancement, generative adversarial net-
work, convolutional neural network, inherent mask estimation.

I. INTRODUCTION

Development of Speech Enhancement (SE) algorithms for
suppression of the additive noise present in the noisy mix-
ture, has always been a long-standing goal among the signal
processing research community. A significant reduction in
the speech intelligibility is observed under the presence of
noisy background interferences [1]. SE aims to improve the
speech intelligibility and quality of the noisy mixture. The
SE technique finds its application in generating the noise-
robust speech-specific features, that capture the significant
information present in the speech and in suppressing the
additive noise [1]. The robust features generated after applying
the SE technique as a pre-processing tool can be used in speech
and speaker recognition task [2], [3]. The enhanced speech
waveform can be used in designing the cochlear implant (CI)
and hearing aid devices, that essentially improve the human
speech perception in the noisy environment [4].

Traditional SE methods, such as spectral subtraction [5]
and Wiener filtering [6], are less effective in low Signal-
to-Noise Ratio (SNR) and non-stationary noise conditions.
The more recent technique focus on the mask learning and

feature mapping approaches [7]–[11]. Estimation of the Time-
Frequency (T-F) mask using data-driven supervised learning
is the state-of-the-art technique in SE [7]–[11], due to the
sufficient availability of the prior knowledge, such as speaker’s
identity or the noise type [8]. These techniques make no
statistical assumption and suppress the noise by observing
a large number of representative pairs of noisy and noise-
free speech samples. A Deep Neural Network (DNN) is the
most preferred supervised learning algorithm, trained to learn
a mapping function between the noisy spectral features and
the mask [8]–[10].

Speech is a sequential data that can be used for model-
ing the temporal characteristics and capturing the long-term
dependencies. Hence, learning the DNN parameters from the
spectral context helps in better understanding the information
captured by the neighboring frames [12]. However, a fully con-
nected DNN do not take in account the temporal information
of the input data [13], [14]. A Convolutional Neural Network
(CNN) provides a viable solution by taking the advantage
of data locality and is comparatively less computationally
expensive, due to its weight sharing property [13]–[16]. CNNs
have shown comparable results in noise elimination [13] and
generating robust speech-specific features in speech recogni-
tion task [14], [15]. Very recently, the authors in [16], have
proposed to use a fully CNN for SE task, by finding a mapping
function between the noisy and enhanced speech spectra.
Such an approach may not be able to enhance the speech
components and improve the speech intelligibility, where T-
F masking-based enhancement methods are proven to be
effective for removing the background interferences and reduc-
ing the speech distortion. The traditional supervised learning
algorithm, such as DNN, CNN, uses the Maximum Likelihood
(ML)-based optimization function, to predict the T-F mask.
The Mean Square Error (MSE, an ML optimization) only
optimizes the numerical estimates between the groundtruth
and the estimated. This numerically estimated error may not
always lead to perceptually intelligible speech [17]. Moreover,
this approach is data-dependent and prevents the network from
learning the perceptually optimal parameters, because the ML
criteria put prior assumption on the data distribution [18].

Generative Adversarial Network (GAN), provides an al-
ternative to the ML-based optimization criteria [18]. GAN

1246

Proceedings, APSIPA Annual Summit and Conference 2018 12-15 November 2018, Hawaii

978-988-14768-5-2 ©2018 APSIPA APSIPA-ASC 2018



learns a mapping function through a discriminative process,
by minimizing the distributional divergence between the model
and data distribution [17]. Since, convolutional network-based
approaches have shown to perform better in SE task [16], [19],
[20], in this paper, we attempt to use CNN-based GAN for T-
F masking-based SE. Similar attempts for SE were proposed
in [20], however the significance of T-F mask estimation for
noise suppression was not explored. First, we show the need
for estimating the T-F mask in SE by comparing the enhanced
T-F representation obtained with and without mask estimation.
Thereafter, a fully CNN is employed for T-F mask estimation,
where we have shown that CNN alone is not sufficient to
predict the T-F mask accurately. To address this limitation,
we propose to use CNN-GAN framework for T-F mask
estimation. The above network can also utilize the L2 distance
computation, as a regularizer, between the groundtruth and
the estimated [21]. This framework is applicable to any T-
F representation and effectively reduces the speech distortion,
removes the background interferences and improves the speech
intelligibility.

A. Recent Work

GAN is a generative modeling technique applied initially
in the field of computer vision [18], [19], [22]. Recent studies
have shown the potential of exploiting GAN in the speech
technology-related applications, that aim to learn a suitable
mapping function and accurately reconstructs the enhanced
speech while maintaining the speech quality and intelligibility
[17]. A GAN-based postfilter proposed in [23] reconstructs
the spectrogram that resembles the true data in the high-
dimensional Short-Time Fourier Transform (STFT)-domain.
Notable improvement has been observed in the SE [20], [21]
and Voice Conversion (VC) [24], [25] task. The conditional
GAN (cGAN) architecture investigated in [21], adopted a
pixel-to-pixel (Pix2Pix) framework for SE, by learning the
mapping function between the spectra of noisy speech and its
enhanced version. The end-to-end SE method proposed in [20]
has implemented an encoder-decoder CNN-based architecture
within the GAN framework. These approaches directly predict,
either the enhanced spectra [21] or the enhanced speech
waveform [20], and do not exploit the significance of T-F
mask, that has shown better objective measures and improved
perception of the enhanced speech. In this paper, we attempt
to analyze the significance of (a) CNN, (b) CNN-GAN, and
(c) Pix2Pix, architecture for the SE task.

B. Generative Adversarial Network (GAN)

The aim of the generative network is to model the data
distribution X explicitly and generate the samples from the
estimated model distribution X̂ . GANs are a structured prob-
abilistic model that set up a min-max game between the
generator (G) and the discriminator (D) [18]. The network
G learns the mapping between the samples y from some prior
distribution Y to samples x following X . The network D
is a binary classifier, with input as real samples belonging
to X and fake samples generated by the network G. As

training proceeds, the network D maximizes the likelihood of
samples belonging to X as real and minimizes the likelihood
of generated samples belonging to X̂ (generator’s output)
as fake. The adversarial characteristics force the network
G to generate the realistic samples that closely follows X ,
essentially developing the Nash equilibrium and leaves the
network D unable to differentiate between the X and X̂ [18].
The objective function can be mathematically formulated as
shown in [18]:

min
D

V (D) = �Ex⇠X [logD(x)] �

Ey⇠Y [1� log(D(G(y)))],
(1)

min
G

V (G) = �Ey⇠Y [logD(G(y))], (2)

where Ey⇠Y denotes the expectation over all the samples y
belonging to the distribution Y .

II. T-F MASKING-BASED SE
A. Analysis of masking and non-masking approach

Supervised SE aiming to estimate a suitable target (mask)
has shown a lot of promise. Mask estimation for SE task
has shown large speech intelligibility improvement in noise
for both hearing impaired and normal listeners [8]. This
method is amenable to real-time implementation, generalizes
well to the different T-F representations, given the sufficient
amount of training data and produces faster inference [8]. On
the other hand, learning the mapping function without mask
estimation may not be able to enhance the noisy speech, with
better human perception and intelligibility improvements, than
the speech enhanced using masking-based approaches [20],
[21], [26]. Fig. 1(c) shows one instance of such a failure.
The estimated mask used for obtaining the enhanced T-F
representation in Fig. 1(b), is learnt using the proposed CNN-
GAN architecture. The solid circle shows the presence of
unwanted background interferences and the dash-dot circle
shows the inability of non-masking approach in preserving
the higher frequency harmonics. This fails to uphold the
noise suppression property of SE task. However, the masking
approach proves to be a viable SE technique.
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Fig. 1: Non-masking approach fails to properly reconstruct the
enhanced T-F representation (a) clean T-F representation, (b)
masking approach, and (c) non-masking approach of obtaining
enhanced T-F representation: the solid-circle shows the pres-
ence of noise and the dash-dot-circle shows the inability in
preserving the higher frequency harmonics.
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Fig. 2: Basic framework of the fully convolutional encoder-
decoder architecture for the SE. The encoder and decoder
has strided and fractional strided convolutions, respectively,
followed by batch normalization and ReLU as activation
function.

B. T-F masking using CNN
A CNN can be trained to learn a mapping function between

the noisy and enhanced T-F representation while learning the
T-F mask-like representation implicitly. This method termed as
a task-dependent masking, significantly improves the objective
quality and the speech intelligibility [26]. Motivated by the
study reported in [26], we aim to optimize the error between
the log T-F representation of clean and enhanced speech. In a
way, the output of the last layer of the network can be treated
as a T-F mask, that is further multiplied with the noisy T-
F representation to yield an enhanced T-F representation. If
values of the learned T-F mask is constrained between 0 to
1, then the T-F mask should represent to an Ideal Ratio Mask
(IRM) [26].

Fig. 2 shows the basic framework of the fully CNN network,
with only convolutional layers, designed in a way similar
to an autoencoder, as explored by other studies [19], [20].
Such an architecture learns the spatial downsampling and
upsampling operations, that benefits the mapping from the
network G to network D [19]. In the encoding stage, the
noisy T-F patch is projected and compressed through a series
of strided convolution [19], followed by batch normalization
[27] and rectified linear units (ReLUs) [28]. These layers are
followed till the network captures the low-level details [19].
Once the compression bottleneck is achieved, in the decoding
stage, the encoding process is reversed through a sequence
of fractional-strided transposed convolutions (deconvolutions)
[19], followed again by batch normalization and ReLUs. Such
an architecture produces high quality enhanced T-F represen-
tation and avoids overfitting training patches, as suggested in
[19].

C. T-F masking using CNN-GAN
The initial experiment of estimating T-F mask using CNN,

suggests that this framework fails to learn an accurate T-F
mask. A discriminative model, such as a CNN is prune to
the unseen adversarial examples, leaving the network unable
to discriminate between the original and deformed (original
with additive noise) image at the input [18]. Moreover, the
discriminative model-based architecture may sometimes fail in
learning the optimal parameters [18]. However, the generative
model can take the advantage of producing samples that are
intended to come from the training data distribution [18].
Hence, CNN can be modeled more reliably on employing

GAN, which is both a generative and a discriminative mod-
eling technique [19]. The objective of the network G is to
generate an enhanced T-F mask or representation, given the
noisy T-F representation. The network G inherently estimates
the T-F mask, while the network D accurately learns to
discriminate between the clean and enhanced (output of G)
T-F representation. In addition to the adversarial loss, the
network G can also exploit the significance of minimizing the
L2 distance between the enhanced (output of G) and clean T-F
representation [29]. The objective function of network G can
be mathematically formulated as in [29]:

min
G

V (G) = �Ey⇠Y [log(D(G(y)))]+

1

2
Ex⇠X ,y⇠Y [log(x)� log(G(y))]2.

(3)

In this paper, we analyze the significance of modeling GAN
using CNN-based G and D network, for T-F mask estimation.
The network G is modeled similarly as the fully CNN (Fig. 2
and Sec. 2.2). The network D, which is a binary classifier can
be modeled similarly to an encoder in the fully CNN.

D. SE using Pix2Pix framework (Non-masking approach)

The cGAN architecture in [21] adapted the Pix2Pix frame-
work for SE task. The Pix2Pix model optimizes the error
between the noisy and clean T-F representation, without learn-
ing the T-F mask. To compare the Pix2Pix (non-masking)
approach with the T-F masking technique using CNN-GAN,
we adapt the similar architecture as discussed in Sec. 2.3, in
a Pix2Pix framework. We call the above model as Pix2Pix-
L2, having Eq. (3) as the objective function. Moreover, we
also analyze the Pix2Pix architecture with the least squares
(LS) adversarial loss in addition to the L1 distance computed
between the enhanced and clean T-F representation, as in [21].
We call this model as Pix2Pix-L1.

III. EXPERIMENTAL SETUP

A. Dataset

We use the dataset released by Valentini et. al. [30], which
contains 30 speakers from the Voice Bank corpus [31] under
mismatched conditions. The dataset with similar condition as
in [20] is selected, as one of the purpose of the study is to
signify the importance of T-F masking-based approach us-
ing an encoder-decoder convolutional GAN architecture. The
training set contains 28 English speakers and test set contains
2 English speakers, with around 400 sentences each, both for
the clean and noisy set. All the sentences are sampled at 48
kHz. The training set explores 40 different noisy conditions
with 10 types of noise and 4 SNR each (15, 10, 5, and 0
dB). The test set comprises of 20 different noisy conditions
with 5 types of noise and 4 SNR each (17.5, 12.5, 7.5, and
2.5 dB). The noise samples are taken from Demand database
[32]. The train and test set contains 11572 and 824 utterances,
respectively.
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Fig. 3: (a) Oracle mask, Gammatone spectrum of (b) clean speech, (c) noisy speech. Predicted mask using (d) CNN, (e)
proposed CNN-GAN. Gammatone spectrum of enhanced speech using (f) Pix2Pix-L1 (g) CNN, (h) proposed CNN-GAN, (i)
Pix2Pix-L2.

B. Network Setup
We train four networks to compare the results. The first

network is a fully encoder-decoder CNN architecture, whose
parameters are optimized using the MSE criteria between
the enhanced and clean T-F representation. The encoder has
four 4x4 strided convolutions, with 2x2 stride length stacked
after each other, with the filter size of [64, 128, 256, 512]
dimension. The convolution bottleneck has the dimension of
100. The decoder has four 4x4 fractional strided convolutions,
with 2x2 stride length and the filter size of [512, 256, 128,
64] dimension. The second network is a CNN-GAN with
L2 regularization. The network G of CNN-GAN is identical
to the fully CNN (network 1). The network D has six 4x4
strided convolutions, with 2x2 stride length and the filter size
of [64, 128, 256, 512, 64, 1] dimension. Both the CNN and
CNN-GAN architecture inherently estimates the T-F mask.
The last hidden layer in CNN and network G has sigmoid
activation to limit the mask values between 0 and 1. The third
network is a Pix2Pix-L2 architecture with L2 regularization
and the forth network being a Pix2Pix-L1 architecture with
L1 regularization and LS objective function. Both of this
architecture has got the same setup as CNN-GAN, except they
do not estimate the T-F mask, making them a non-masking
approach for SE task. Each convolutional layer is followed by
batch normalization and ReLU activation as in [16], except the
last hidden layer in network D that uses the sigmoid activation.

The original utterances are downsampled from 48 kHz to
16 kHz and then pre-emphasized with a factor of 0.95 [20].
The 64-channel Gammatone features are extracted with 20 ms
Hamming window and 10 ms overlap between consecutive
frames. During training, we create the patch with a sliding
window of 50 % overlap, whereas during testing, we slide
the window with no overlap [20]. The input to the network

is a 64x64 patch of the noisy log-Gammatone spectrum. The
64x64 patch of the clean log-Gammatone spectrum is extracted
for optimizing the network parameters. All the four networks
are trained for 20 epochs with Adam optimizer [33] and a
learning rate of 0.0002, using an effective batch size of 200.
Out of 11572 training utterances, 11000 random utterances are
used for training the network and remaining 572 utterances are
used for validation. Once a particular network is trained, the
epoch showing the least MSE on the validation set is chosen
for the testing purpose.

C. Experimental Results

The predicted mask and the Gammatone spectrum of the
enhanced speech for four different architectures are shown in
Fig. 3. The visual inspection indicates the T-F mask predicted
by the proposed CNN-GAN is significantly better than the
mask predicted by the CNN alone. The T-F mask predicted
by the proposed CNN-GAN especially preserves the finer
structures and crucial harmonics. The Gammatone spectrum
reconstructed using non-masking approaches, such as Pix2Pix-
L2 and Pix2Pix-L1, illustrates the presence of background
interferences and their inability in preserving the harmonics
in higher frequency regions. The quality of the enhanced
speech is computed using various objective measures. The
Composite measure for Signal Distortion (CSIG) predicts the
Mean Opinion Score of the signal (MOS) distortion (from -0.5
to 4.5). The Composite measure for Background interferences
(CBAK) and the Overall Composite measure (COVL) (from 1
to 5) predicts the extent of background interferences in the
speech and the overall effect, respectively [34]. Perceptual
Evaluation of Speech Quality (PESQ) (from -0.5 to 4.5) is a
wideband version recommended in ITU-T P.862.2 [35]. These
metrics are computed using the implementation given in [1].
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TABLE I: Performance comparisons between the noisy signal, Pix2Pix-L2, Pix2Pix-L1, CNN, CNN-GAN, SEGAN and the
Wiener filter-based enhancement

Metric Noisy Pix2Pix-L2 Pix2Pix-L1 SEGAN [20] Wiener [20] CNN CNN-GAN (proposed)

CSIG 3.35 2.81 1.98 3.48 3.23 1.64 3.55

CBAK 2.44 2.57 1.63 2.94 2.68 1.72 2.95

COVL 2.63 2.42 1.54 2.8 2.67 1.31 2.92

PESQ 1.97 2.15 1.29 2.16 2.22 1.12 2.34

STOI 0.91 0.88 0.74 0.93 - 0.62 0.93

Pix2Pix-L2, Pix2Pix-L1, SEGAN, Wiener are the non-masking approaches, whereas CNN and CNN-GAN
are the masking approaches. ’-’ indicates data is not available.

Moreover, the Short-Time Objective Intelligibility (STOI) that
records the improvement in speech intelligibility [36] is also
computed.

Table 1 shows the computed metric scores for different
architectures. Optimizing the Pix2Pix architecture with L2

regularization is observed to perform better (in terms of both
the resynthesized Gammatone spectrum and objective metrics)
than the network regularized using L1 regularization. The
scores using other non-masking technique, such as SEGAN
and Wiener filtering are directly taken from [20], as their
evaluation is on the same dataset. The quality scores and
the enhanced speech’s spectrum, suggest that the proposed
masking approach (CNN-GAN) clearly outperform the non-
masking-based approaches for SE. Moreover, the adversarial
characteristics developed between the generator and discrim-
inator in CNN-GAN, gives a significant improvement (in
terms of both the predicted mask and objective metrics) over
CNN, that lacks the adversarial characteristics in its objective
function. In addition, the CNN (MSE optimization) only
reduces the numerical error between the enhanced and the
clean speech, that may not necessarily lead to perceptually-
optimal enhanced speech [17]. The STOI score, found to be
highly correlated with the intelligibility, reflects almost the
similar perceptual intelligibility gain using CNN-GAN and
SEGAN.

IV. SUMMARY AND CONCLUSIONS

In this study, we analyzed the various masking and non-
masking approach for Speech Enhancement (SE). The pro-
posed masking approach (CNN-GAN) learns a suitable map-
ping function between the noisy and clean T-F representa-
tion, by inherently learning the T-F mask. The CNN-GAN
improves the speech quality and intelligibility of the enhanced
speech, over the state-of-the-art Pix2Pix, SEGAN, and Wiener
filtering-based non-masking approaches. The study also shows
that the L2 regularization reconstructs the spectrum better than
the L1 regularization for the Pix2Pix architecture, in the SE
task. Our further work will involve a comprehensive evaluation
of the proposed framework in more critical SNR situations and
explore different deep learning architectures, such as Recurrent
Neural Network (RNN) and deep Bidirectional Long Short
Term Memory (BLSTM) in the GAN framework, that might
suppress the noise more efficiently for the SE task.
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