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Abstract—We propose a new range control of sound image
using parametric and dynamic loudspeakers. In the proposed
method, a parametric loudspeaker generates a closed sound
source, and a dynamic loudspeaker generates a distant sound
source. More specifically, the proposed method uses panning
of sound sources between the listener’s head and surround
loudspeakers.

I. INTRODUCTION

Three-dimensional sound field reproductions [1], [2], [3],
[4] have been proposed in order to realize a sound field with
high presence for theaters, virtual live stages, and telecommu-
nications.

As one of these reproductions, a binaural system [5] has
been proposed with dummy-head microphones and head-
phones. In the binaural system, the head-related transfer func-
tion (HRTF) is used, which is the transfer function between
a sound source and the listener’s ears. Head-related transfer
functions are measured under various conditions in advance,
and the binaural sound is created by convolving a dry source
and the HRTFs. The binaural sound is presented to the listener
using headphones. Although this system is effective, it requires
the measurement of several HRTFs because personal HRTFs
are used, the measurement of which is very difficult.

On the other hand, a transaural system [6], which uses nu-
merous remote loudspeakers, has been proposed. A transaural
system can reproduce a sound field by designing the multi-
channel inverse filter between remote loudspeakers and the
ears. However, this requires very expensive computation as
well as a large system with numerous loudspeakers.

Therefore, surround sound has been used for practical sound
field reproduction. Various surround systems, such as stereo
systems, Dolby 5.1ch surround systems [7], 22.2ch surround
systems [8], which are channel-based systems, have been
proposed. Channel-based systems can represent sound sources
at the positions of loudspeakers and so require numerous
loudspeakers. On the other hand, object-based systems, such
as Dolby Atmos [9], have been proposed. This system has
multiple audio objects, and audio objects are positioned as
virtual sound sources based on amplitude panning [10]. These
surround systems can represent the localization of virtual
sound sources in terms of angle. However, localization in terms
of distance is also important to represent the virtual sound

source. Conventional localization for distance has been pro-
posed as vector-based amplitude panning, which controls the
sound pressure level [11]. The performance of the conventional
method is insufficient because the cue of distance sensation
includes not only the sound pressure level but also the Doppler
effect [12] and the direct-to-reverberant ratio (DRR) [13].

In the present paper, we therefore propose distance con-
trol of a virtual sound source based on DRR reproduction
using parametric and dynamic loudspeakers. A parametric
loudspeaker can achieve super directivity using a rectilinear ul-
trasonic wave. Its emitted sound has a high DRR, i.e., a large-
amplitude direct wave and low-amplitude reverberations. Thus,
the parametric loudspeaker causes the virtual sound source to
be perceived closer to the listener. On the other hand, the
remote dynamic loudspeaker causes the virtual sound source
to be perceived far from the listener because its emitted sound
has a low DRR. The proposed method uses the difference in
the DRR between parametric and dynamic loudspeakers. In
the proposed method, amplitude panning is applied to input
signals of parametric and dynamic loudspeakers so as to obtain
a suitable DRR for the distance of the virtual sound source.
As a result, the proposed method can control the distance
sensation of the virtual sound source in the space between
a remote dynamic loudspeaker and the listener. Finally, we
confirmed the effectiveness of the proposed method through
evaluation experiments.

II. CONVENTIONAL VIRTUAL SOUND SOURCE
POSITIONING BASED ON AMPLITUDE PANNING

Conventional surround systems, which position the vir-
tual sound source based on amplitude panning for multiple
loudspeakers [10], have been proposed. Figure 1 shows the
arrangement of real sound sources and a virtual sound source
in the conventional method. As shown in Fig. 1, when real
sound sources (loudspeakers) A,B, andC are placed in a
triangle arrangement, virtual sound source P is represented
by interpolation coefficients for each loudspeaker, as follows:

αA =

√
PA′

AA′ , αB =

√
PB′

BB′ , αC =

√
PC ′

CC ′ , (1)

where αA, αB , and αC are the gains of input signals to loud-
speakers A,B, andC, respectively. The conventional method
controls the acoustic center using multiple loudspeakers.
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Fig. 1. Arrangement of real sound sources and a virtual sound source in the
conventional method.

III. CONVENTIONAL PIN-SPOT AUDIO WITH A
PARAMETRIC LOUDSPEAKER

A parametric loudspeaker achieves super directivity through
rectilinearity of the ultrasonic sound, and uses an amplitude-
modulated (AM) wave generated by modulating the amplitude
of an ultrasonic sound (carrier wave) with an audible sound
[14]. An amplitude-modulated wave xAM(t) is formulated, as
follows:

xAM(t) = AC cos(2πfCt)

+
mAS

2
cos(2π(fC + fS)t)

+
mAS

2
cos(2π(fC − fS)t), (2)

where t is time, fC is the frequency of the carrier wave,
AC is the maximum amplitude of the carrier wave, fS is the
frequency of the audible sound, AS is the maximum amplitude
of the audible sound, and m (m ≤ 1) is the modulation depth.
In the case of m > 1, overmodulation occurs, and the AM
wave is distorted.

From, Eq. (2), the AM wave consists of a carrier frequency
(fC), a sum frequency (fC + fS), and a difference frequency
(fC − fS). The sum and difference frequencies are referred
to as frequencies of the sideband wave. The audible sound is
demodulated by nonlinear interaction in the air because the
parametric loudspeaker emits an intense AM wave [14].

IV. DISTANCE CONTROL OF A VIRTUAL SOUND SOURCE
USING PARAMETRIC AND DYNAMIC LOUDSPEAKERS

In the present paper, we propose distance control of a virtual
sound source using parametric and dynamic loudspeakers.
Figure 2 shows an overview of the proposed method. In the
proposed paper, we describe the process flow in the case of
one parametric loudspeaker and two dynamic loudspeakers
(front LR loudspeakers). Figure 3 shows the arrangement of
real sound sources and a virtual sound source in the proposed
method. As shown in Fig. 3, the proposed method controls
the virtual sound source (VSS) in the target area between
loudspeakers and the listener. From Fig. 3, simple amplitude
panning is derived, as follows.:

αL =

√
PL′

LL′ , αR =

√
PR′

RR′ , αO =

√
PO′

OO′ , (3)

where αL, αR, and αC are the gains of input signals to
dynamic loudspeakers L and R and parametric loudspeaker
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Fig. 2. Overview of the proposed method.
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Fig. 3. Arrangement of real sound sources and a virtual sound source in the
proposed method.

O, respectively. In the present paper, the acoustic center of
the parametric loudspeaker is placed at Position O, although
the parametric loudspeaker is placed in front of the listener.
This is because the listeners perceive the acoustic center
near themselves due to the high DRR. Here, the correction
parameter should be calculated in order to approximate the
real DRR. Thus, the interpolation coefficients of the proposed
method for the i-th sound source are as follows:

αLi =

√
PiL′

i

LiL′
i

, αRi =

√
PiR′

i

RiR′
i

,

αOi
= γ

√
PiO′

i

OiO′
i

, (4)

where γ is the correction parameter of the DRR and is
calculated from a preliminary experiment of the real DRR.

Finally, the output signals are obtained by the proposed
method, as follows:

xL(t) =
I∑

i=1

αLi
si(t),

xR(t) =
I∑

i=1

αRi
si(t),

xO(t) =

I∑
i=1

αOiβ(1 + si(t))c(t), (5)
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TABLE I
EXPERIMENTAL EQUIPMENT.

Parametric loudspeaker MITSUBISHI, MSP-50E
Dynamic loudspeaker FOSTEX, FE83En
Power amplifier VICTOR, PS-A2002
Microphone SONY, ECM-88B
A/D, D/A converter RME, Fireface UFX

TABLE II
EXPERIMENTAL CONDITIONS.

Reverberation time T60 = 650 ms
Sampling frequency 192 kHz
Quantization 16 bits

where si(t) is the input signal with the i-th sound source,
β is the gain normalization parameter of the parametric and
dynamic loudspeakers, c(t) is the carrier wave of ultrasonic
sound, xL(t) is the output signal of the L-ch loudspeaker,
xR(t) is the output signal of the R-ch loudspeaker, and
xO(t) is the output signal of the parametric loudspeaker. The
parameter β should be measured in advance.

Even in case of a greater number of dynamic loudspeakers,
the acoustic center can be calculated in the same manner.
The proposed method can freely control the distance of the
VSS using simple gain control for parametric and dynamic
loudspeakers.

V. OBJECTIVE EVALUATION EXPERIMENT

A. Experimental conditions with objective evaluation

In order to confirm the effectiveness of the proposed
method, we measure the impulse response using the proposed
method and the real sound source. From the impulse response,
the DRRs are calculated using the proposed method and the

TABLE III
EXPERIMENTAL CONDITIONS FOR THE PARAMETRIC LOUDSPEAKER.

Carrier frequency 40 kHz
Modulation method AM-DSB
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Fig. 4. Experimental arrangement for the proposed method in objective
evaluation.
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Fig. 5. Experimental arrangement for the real sound source (loudspeaker) in
objective evaluation.

real sound source. The DRR value was calculated as follows:

DRR = 10 log10

Td−1∑
n=0

o2e(n)

T ′−1∑
n=Td

o2e(n)

, (6)

where oe(n) is the evaluated impulse response, Td(= 7 ms) is
the length of direct sound, and T ′ is the length of oe(n). A
higher DRR value indicates that the virtual sound source was
perceived close to the listener.

Tables I, II, and III show the experimental equipment, the
experimental conditions, and the experimental conditions for
the parametric loudspeaker, respectively.

We evaluate two conditions as follows:

• Real: Results of the real sound source (loudspeaker).
• Proposed: Results of the proposed method.

Figure 4 shows the experimental arrangement for the proposed
method, and Figure 5 shows the experimental arrangement for
a real sound source (loudspeaker).

Impulse responses are measured with the TSP method
[15]. A sound source is a time-stretched pulse (signal length:
219sample, bandwidth: 0 to 8 kHz). In this experiment, γ is 1,
and β is adjusted from the actually measured sound pressure
level.

B. Experimental results obtained by objective evaluation

Figures 6, 7, and 8 show the impulse responses obtained
using the real sound source at Positions C0.3, C1.0, and C1.7,
respectively. Figures 9, 10, and 11 show the impulse responses
obtained using the proposed method at Positions C0.3, C1.0,
and C1.7, respectively. From Figs. 6 through 11, we confirmed
that the impulse responses obtained using the proposed method
tend to be similar those obtained using the real sound source.

Table IV shows the DRRs calculated from impulse re-
sponses for the real sound source and the proposed method.
From Table IV, we confirmed that the proposed method can
approximate the DRR of the real sound source because the
error of the DRR is approximately 3 dB.
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Fig. 6. Impulse response with the real sound source at Position C0.3.

Fig. 7. Impulse response with the real sound source at Position C1.0.

Fig. 8. Impulse response with the real sound source at Position C1.7.

TABLE IV
DIRECT-TO-REVERBERANT RATIOS CALCULATED FROM IMPULSE

RESPONSES.

Real Proposed
L0.3 15.5 dB 13.4 dB
C0.3 15.7 dB 13.4 dB
R0.3 17.1 dB 13.1 dB
L1.0 7.2 dB 10.6 dB
C1.0 6.3 dB 9.8 dB
R1.0 6.9 dB 9.6 dB
L2.0 1.2 dB 2.4 dB
C1.7 0.9 dB 1.1 dB
R2.0 1.0 dB 1.5 dB

VI. SUBJECTIVE EVALUATION EXPERIMENT

A. Experimental conditions with subjective evaluation

In order to confirm the effectiveness of the proposed
method, we evaluate the localization performance for angle
and distance using the proposed method and a real sound
source. In subjective evaluation, the experimental equipment
and conditions are the same as shown in Tables I through III.
The sound source is white Gaussian noise (bandwidth: 0 to 8
kHz). Sound sources are randomly presented to seven subjects
at two times per position. Subjects answer the direction and
angle of the virtual sound source. The step size of angle is 30
degrees, and steps of the distance are 0.3, 1.0, and 2.0 m.

Fig. 9. Impulse response with the proposed method at Position C0.3.

Fig. 10. Impulse response with the proposed method at Position C1.0.

Fig. 11. Impulse response with the proposed method at Position C1.7.
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Fig. 12. Experimental arrangement for the proposed method in subjective
evaluation.

B. Experimental results with subjective evaluation

Figure 14 shows the frequency distribution of answers with
the angle of the real sound source, and Fig. 15 shows the
frequency distribution of answers with the distance of the real
sound source. Figure 16 shows the frequency distribution of
answers with the angle of the proposed method, and Fig. 17
shows the frequency distribution of answers with the distance
of the proposed method. Table V shows the correct answer
rates for angle and distance.

In Figs. 14 through 17, the bubble on the dotted line
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Fig. 13. Experimental arrangement for the real sound source (loudspeaker) in
subjective evaluation.
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Fig. 14. Frequency distribution of answers with angle for the real sound
source.
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Fig. 15. Frequency distribution of answers with distance for the real sound
source.

indicates the correct answer. Larger bubbles indicate higher
frequencies of answers. As a result, the performance of angle
estimation of the proposed method decreased compared with
the real sound source. On the other hand, the performance of
distance estimation of the proposed method is approximately
equal to that of the real sound source. Table V confirmed the
effectiveness of the proposed method.

VII. CONCLUSIONS

In the present paper, we proposed a new distance control
method of a virtual sound source based on DRR reproduction
using parametric and dynamic loudspeakers. As a result of
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Fig. 16. Frequency distribution of answers with angle for the proposed method.
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Fig. 17. Frequency distribution of answers with distance for the proposed
method.

TABLE V
CORRECT ANSWER RATE FOR ANGLE AND DISTANCE.

Real Proposed
Angle 100% 71%

Distance 81% 76%

objective and subjective evaluation experiments, the effective-
ness of the proposed method was confirmed. In the future, we
intend to evaluate the proposed method with rear loudspeakers.
In addition, we intend to investigate the suitable parameter of
the proposed method for various environments with different
reverberation times.
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