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Abstract—Conventional approaches to statistical parametric
speech synthesis usually require a large amount of speech data.
But it is very difficult for persons with articulation disorders, in
particular, to utter a large amount of speech data, and their
utterances are often unstable or unclear so that we cannot
understand what they say. In this paper, we propose a hybrid
approach for a person with an articulation disorder, using
two models of a physically unimpaired person and a person
with an articulation disorder to generate an intelligible voice
while preserving the speaker’s individuality (with an articulation
disorder). Our method has two processes - the speech synthesis
part and voice conversion part. Speech synthesis is employed for
obtaining a speech signal (of a physically unimpaired person),
where a large amount of training data of a physically unimpaired
person is used. Then, voice conversion (VC) is employed for
converting the voice of the physically unimpaired person to that
of a person with an articulation disorder, where a small amount
of speech data of a person with an articulation disorder is only
used for training VC. Also, a cycle-consistent adversarial network
(CycleGAN) that does not require parallel data is employed
for VC. An objective evaluation showed that the mel-cepstrum
obtained using our method are close to the target in terms of
global variance (GV) and modulation spectrum (MS).

I. INTRODUCTION

In this study, we focus on persons with articulation disorders
resulting from the athetoid type of cerebral palsy. In the case of
persons with articulation disorders resulting from the athetoid
type of cerebral palsy, his/her movements are sometimes more
unstable than usual. That means their utterances (especially
their consonants) are often unstable or unclear due to their
athetoid symptoms, and there is a great need for voice systems
that can assist them in their communication [1].

Text-to-speech synthesis is a technique of synthesizing
speech from arbitrarily given text. Many methods for realizing
text-to-speech synthesis have been proposed so far. The most
representative method was an approach based on the hidden
Markov model (HMM) [2]. Recently, an approach based on
deep neural networks (DNN) [3] has come into mainstream
use for speech synthesis because it generates better sound than
the conventional hidden Markov model approach. Also, speech
synthesis is used to support persons with disabilities. For ex-
ample, Yamagishi et al. [4] collected voice of various persons
to construct a text-to-speech (TTS) system for amyotrophic
lateral sclerosis (ALS) patients.

Voice conversion [5] is a technique to convert information
such as speaker character and emotion, while maintaining
the contents of an utterance with respect to input speech. A
Gaussian mixture model (GMM) [6] is a typical technique

for statistical voice conversion. In recent years, there are also
many models that make use of DNN due to the growing
interest in deep learning. Parallel data is required for these
voice conversion methods, but there are some approaches
that do not use parallel data, such as Boltzmann machine
(adaptive restricted Boltzmann machine) [7], CycleGAN [8],
and others. These models solve the quality problem caused by
the mismatching of time-alignment for parallel data.

As mentioned previously, it is very difficult for a person
with an articulation disorder to utter a large amount of speech
data due to the severe physical strain of cerebral palsy. In fact,
it may be difficult to even recognize what they say. Also, the
mismatching of the time-alignment of the parallel utterances
between persons with articulation disorders and those who are
physically unimpaired is not negligible because it may not be
so easy for persons with articulation disorders to utter some
phonemes (phoneme deletion problem). In this paper, we pro-
pose a TTS system for a person with an articulation disorder
using a small amount of speech data with the goal of making
clear voices while preserving the speaker’s individuality (with
an articulation disorder).

A simple TTS system for a person with an articulation
disorder may be trained using only his/her utterances. But
the synthesized speech is unstable or unclear so it is difficult
to understand what they are saying. Also, it requires a large
amount of training data, but it is very difficult for a person
with an articulation disorder to utter a large amount of training
data. Therefore, in this paper, a hybrid TTS system of a
physically unimpaired person and a person with an articulation
disorder (for voice conversion) is proposed. A TTS system for
a physically unimpaired person is employed for synthesizing
a speech signal and then the synthesized speech signal is
converted to that of a person with an articulation disorder.

II. HYBRID TTS SYSTEM

The flow of our proposed method is shown in Fig. 1. Our
proposed approach is a hybrid TTS between TTS and VC.
First a TTS system using the bidirectional long short-term
memory (LSTM) that was trained using speech data of a
physically unimpaired person is employed for synthesizing a
speech signal. Then the synthesized speech is converted to that
of a person with an articulation disorder using VC based on
CycleGAN.
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Fig. 1. A flow of our proposed method: hybrid of TTS and VC

A. TTS using Bidirectional LSTM

The flow of TTS using Bidirectional LSTM [9] is shown in
Fig. 2. Bidirectional LSTM is based on recurrent neural net-
works (RNN). It computes a hidden state vector sequence h =
(h1, · · · , hT ) and outputs a vector sequence y = (y1, · · · , yT ),
for a given input vector sequence x = (x1, · · · , xT ), iterating
the following equations from t = 1 to T :

ht = H(Wxhxt + Whhht−1 + bh) (1)
yt = Whyht + by (2)

where W is the weight matrices (e.g. Wxh is the weight
matrix between input and hidden vectors); b is the bias vectors
(e.g. bh is the bias vector for hidden state vectors); and H is
the nonlinear activation function for hidden nodes. Usually,
a sigmoid or hyperbolic tangent function is used, but it
sometimes causes a gradient vanishing problem. Therefore,
in LSTM, H is implemented with the following functions:

it = σ(Wxixt + Whiht−1 + Wcict−1 + bi) (3)
ft = σ(Wxfxt + Whfht−1 + Wcfct−1 + bf ) (4)

ct = ftct−1 + ittanh(Wxcxt + Whcht−1 + bc) (5)
ot = σ(Wxoxt + Whoht−1 + Wcoct + bo) (6)

ht = ottanh(ct) (7)

where σ is the sigmoid function; i, f , o, and c are input
gate, forget gate, output gate and cell memory, respectively.
Bidirectional RNN has a forward state sequence,

−→
h , and a

backward state sequence,
←−
h as follows:

−→
ht = H(W

x
−→
h
xt + W−→

h
−→
h

−→
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h
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Fig. 2. Bidirectional LSTM speech synthesis system

Fig. 3. A flow of CycleGAN

B. Voice Conversion using CycleGAN

CycleGAN consists of two generators (GXY , GY X ) and two
discriminators (DX , DY ) as shown in Fig. 3. They are trained
with adversarial loss, cycle-consistency loss, and identity-
mapping loss [10].

1) Adversarial Loss: Adversarial loss is shown as follows:

Ladv(GXY , DY ) = Ey∼PData(y)
[logDY (y)]+

Ex∼PData(x)
[log(1−DY (GXY (x)))]

(11)

Generator, GXY generates data that cannot distinguish from
the target y by minimizing this function. On the other hand,
DY maximizes this function to distinguish the generated data
from target y. Therefore, the distribution of the generated
data approaches the distribution of the target data. Inverse
transform, GY X is the same. It is known that adversarial loss
is effective at avoiding statistical averaging. This makes it
possible to alleviate the problem of over-smoothing, which
is one of the major causes of quality degradation of speech
obtained by a statistical method.
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2) Cycle-Consistency Loss: The cycle-consistency loss
function is analogous to the objective function of an autoen-
coder, which minimizes the difference between the input and
output to reconstruct the input from the output. Thus, the
cycle-consistent loss is defined as follows:

Lcyc(GXY , GY X) = Ey∼PData(x)
[||GY X(GXY (x))− x||1]+

Ex∼PData(y)
[||GXY (GY X(y))− y||1]

(12)

This loss function gives a structural restriction of returning
to the original by inversion after conversion. It enables the
model to keep the context of the input.

3) Identity-Mapping Loss: A cycle-consistency loss is not
enough to guarantee that the mappings always preserve lin-
guistic information. To maintain linguistic-information preser-
vation without relying on extra modules, an identity-mapping
loss is defined as follows:

Lid(GXY , GY X) = Ey∼PData(y)
[||GXY (y)− y||1]+

Ex∼PData(y)
[||GY X(x)− x||1]

(13)

When y is the input, the generator GXY does nothing. GY X

is the same. When this loss function is fulfilled, the generator
works well as the function to convert the input feature into
the target one.

By combining these losses, a model can be learned from
unpaired training samples, and the learned mappings are able
to map an input x (or y) to a desired output y (or x). The
combined loss is shown as follows:

Lall(GXY , GY X , DX , DY )

= Ladv(GXY , DY ) + Ladv(GY X , DX)

+λ1Lcyc(GXY , GY X) + λ2Lid(GXY , GY X) (14)

where λ controls the relative importance of the three losses.
In this work, one-dimensional convolutional neural networks
(CNN) are used to model the generators and discriminators.

III. EXPERIMENTAL SETUP

The utterances of a Japanese male with an articulation
disorder and a physically unimpaired male person are used.
The scripts for utterances are based on the ATR Japanese
speech database [11]. 450 training utterances are used in
Bidirectional LSTM and 100 training utterances are used for
CycleGAN.

The audio data were sampled at 16 kHz with a bit depth
of 16 bits and shifted every 5ms. The 60 mel-frequency
cepstral coefficients, f0, and aperiodicity were extracted by
using STRAIGHT [12]. When we trained the CycleGAN, we
cropped a fixed-length segment (128 frames) randomly from
a randomly selected audio file.

The input features for the LSTM are 975 linguistic contexts,
and the input features for the CycleGAN are 60 mel-frequency
cepstral coefficients. The aperiodicity is kept unmodified.
When carrying out conversion, f0 are modified by using the
linear mean-variance transformations as follows:

f ′0t =
σtrg

σsrc
(f0t − µsrc) + µtrg (15)

f ′0t is the f0 after conversion. µtrg and σtrg are the mean
and variance of the f0 of an utterance of a person with an
articulation disorder, respectively. µsrc and σsrc are the mean
and variance of the f0 of a physically unimpaired person,
respectively. f0t is the f0 of an articulation disorder at frame
t.

As a baseline method, we use the speech data that were
directly synthesized using Bidirectional LSTM with the speech
data of a person with an articulation disorder, which is called
as DNN in Figs. 5, 6, and 7.

IV. EXPERIMENTAL RESULTS

A. Comparison of Spectrograms

The spectrograms are shown in Fig. 4. The spectrogram of
articulation disorders has a tendency to lose high-frequency
power as shown in (b). Also, the generated spectrogram has
a similar tendency, especially over 2,000 Hz. Therefore, the
hybrid model successfully captures the spectrum features of
articulation disorders.

In our method, to improve the unstable f0, the estimated
f0 patterns of a physically unimpaired person are used for the
unstable pitch (of the articulation disorder), with the average
f0 being converted to the target f0 in VC (Eq. (15)). Also,
the duration of a person with an articulation disorder in (b)
is slower than that of the physically unimpaired person in (a),
which cause their speech to be less intelligible [13], [14]. In
our method, the duration patterns of the physically unimpaired
person are used so that the intelligibility of the generated sound
improves.

B. Global Variance

Global variance (GV) [15] is widely known as a measure
that quantitatively explains over-smoothing. Fig. 5 shows each
global variance. As shown in this figure, the GV of our method
is similar to that of the target without using parallel data.

C. Modulation Spectrum

Fig. 6 shows each modulation spectrum [16]. As shown in
this figure, there is little difference between the baseline and
proposed method, and they are close to the target spectrum.

D. Mel-cepstral Distortion

Mel-cepstral distortion is calculated as follows:

MelCD[dB] =
10

ln10

√√√√2
P∑
i=1

(mc
(x)
i −mc

(y)
i )2 (16)

where mc
(x)
i is the mel-cepstral coefficients of the target

speech, and mc
(y)
i is the mel-cepstral coefficients of the

converted speech.
The comparison of the mel-cepstral distortion is shown in

Fig. 7. As shown in this figure, our method outperformed the
baseline. The mean distortion of our method and baseline was
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(a) Source spectrogram (a physically unimpaired person)

(b) Target spectrogram (a person with an articulation
disorder)

(c) Generated spectrogram

Fig. 4. Comparison of spectrograms

7.66 and 10.65, respectively. The baseline system was trained
using 100 sentences, but it was not enough to estimate the
features, such as the duration. Our method, however, deals
with this problem completely by using two models.

In our method, the generated sound consists of the correct
phonemes sequence without deletion because the (synthesized)
spectrum of a physically unimpaired person is converted to
that of a person with an articulation disorder using VC. On
the other hand, as a person with an articulation disorder may
not be able to utter some phonemes, it is difficult to train the
baseline system correctly using only speech data of a person

Fig. 5. Comparison of global variance

Fig. 6. Comparison of modulation spectrum

with an articulation disorder.

V. CONCLUSIONS

In this paper, we proposed a speech synthesis method using
a small amount of training data from a person with an articu-

Fig. 7. Comparison of MelCD
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lation disorder by combining TTS using Bidirectional LSTM
and voice conversion using CycleGAN. The comparison of
spectrograms showed that the high-frequency features and the
formant of the low-frequency in the spectrogram of articulation
disorders are well learned.

An objective evaluation showed that the mel-cepstrum se-
quences obtained with our method are close to the target in
terms of global variance and modulation spectrum.

In the future, we will decide the optimum weight of the loss
function and consider introducing another loss function in Cy-
cleGAN. Then, we intend to investigate speaker character and
clarity by subjective evaluation. Also, because the degradation
of speech is inevitable when it is passed through a vocoder, we
would also like to consider end-to-end, vocoder-free synthesis
methods.
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