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Abstract— Owing to the growing incidences, breast cancer is 

considered the world’s most prevalent cancer both in terms of 

morbidity and mortality rates. While breast cancer treatment is 

quite effective, higher mortality is caused due to the delayed 

diagnosis. Mammogram image processing using artificial 

intelligence techniques can be promising in the early diagnosis 

and Convolutional Neural Networks (CNN) have shown some 

potential in image classification and semantic segmentation. 

However, working with unlabeled image data poses challenges 

and while the manual labeling is not efficient, pre-trained CNNs 

also perform poorly on the actual medical images. In this paper, 

we propose to use transformer-based networks in the field of 

computer vision. Previously published research also suggests a 

predominance of transformer-based vision models over the 

convolutional models. Bootstrap Your Own Latent (BYOL), 

which is Self-supervised learning (SSL) algorithm, is proposed 

in this paper to process mammograms images for diagnostic 

purposes. BYOL can handle unlabeled image data and improve 

the deep learning mechanism for data analytics. UNet networks 

with Xavier initializations have been considered for the baseline 

to compare with their performances when implemented with 

and without BYOL. It is shown that the overall network 

performance improves when they are trained using the 

proposed BYOL algorithm. 

Keywords— Mammogram image processing, UNet-CNN, 

style, Bootstrap Your Own Latent (BYOL) 

I. INTRODUCTION 

Cancer is one of the predominant triggers of female deaths 

worldwide and claims more lives than malaria, tuberculosis, 

or cardiovascular diseases. According to the International 

Agency for Research on Cancer (IARC) and the American 

Cancer Society, new cancer cases, across the world, in 2018 

were as many as 17.1 million [1]. As per the recent 

assessments, the cancer incidences may reach up to 27.5 

million by 2040, besides an estimated 16.3 million fatalities 

as a consequence [1]. Among all the cancer types, breast 

cancer is more prevalent in women, and according to the 

IARC report, breast cancer incidences account for 25% of the 

cancer occurrences in women worldwide. Developing 

countries, housing 82% of the world population, record 53% 

of the breast cancer incidences [1]. Breast cancer is also the 

leading cause of mortality among women and is only second 

to lung cancer [1]. Some of the main triggers for breast cancer 

are hormonal, lifestyle, and environmental changes [2, 3]. 

The cancer cells further spread from breasts to lymph nodes 

rather quickly and so an early diagnosis is also one of the 

remedies and is important. There are indicators for breast 

cancer such as malfunctioning of milk ducts, growth of 

glandular tissues, etc. However, a low percentage (20%-50%) 

of patients in the low and middle income countries (LMIC) 

are identified in the earlier stages [4]. The present protocol 

suggests breast cancer screening with radiographic and 

clinical evaluations. A three-dimensional mammography 

called breast tomosynthesis, is an advanced type of breast 

imaging which is basically a computer reconstruction of x-

rays images of the breast. Breast tomosynthesis aids in the 

early detection and diagnosis of breast cancer even before the 

symptoms are experienced [5-8]. Acquiring mammograms 

require low doses of radiation and is a safe procedure 

compared to the previous approaches such as Ultrasound and 

magnetic resonance imaging (MRI) [9]. 

In the field of healthcare computer vision, the most 

pressing issue is the scarcity of data. It is quite difficult to find 

sufficient number of images to train an adequately accurate 

model. In classical computer vision, one can use a pretrained 

network, in order to simplify the search of optimal weights, 

giving the network the initial head start. Previously, two way 

classification of breast cancer images has been used for the 

prognosis purpose [10]. Review on the computer-aided breast 

cancer detection can be accessed from [11-14].  Automated 

Detection of breast tumor in different imaging modalities has 

been discussed for the improved performance of computer 

added diagnosis (CAD) systems for diagnosis/detection of 

breast masses [15]. A review of the computer-aided detection 

and diagnosis of breast cancer in digital mammography can 

be accessed from [16].  However, most of the images are not 

apposite for the application of medical image analysis. Thus, 

using ImageNet pretrained weights may not be the best 

option. As a solution to this problem, self-supervised 

learning, which is essentially a representation learning, has 

been proposed in the literature [17, 18]. During self-

supervised learning, a model tries to learn a representation of 

data without any labels. Instead, it uses certain data 

transformations as labels and fits a model on them. Self-

supervision has been successfully applied to power such 

algorithms as Bidirectional Encoder Representations from 

Transformers (BERT) for natural language processing [19], 

cancer prognosis from mammography images [20]. The rest 

of this paper is organized as follows: Related previous work 

has been discussed in Section II. Bootstrap Your Own Latent 

(BYOL) algorithm for breast cancer diagnosis has been 

explained in Section III with respect to its implementation on 

the mammogram image processing. The conduct of 

experiments has been elaborated in Section IV and the results 

from these experiments are presented and discussed in 

Section V. 

II. RELATED WORK

A. Breast Image Data and Preprocessing

In order to detect early signs of breast cancer, Mammograms 

are obtained and analyzed radiographically. Two views of 
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each of the breasts, that are sufficient, are called, craniocaudal 

and mediolateral oblique (MLO) view. To avoid false-

positive (FP) and false-negative (FN) cases, it is preferred 

that the mammograms be preprocessed before using as the 

training data. The preprocessed mammograms are later used 

for the necessary CAD system modelling [21]. Basically, the 

objects that are undesired such as annotations, background 

noises, and the manually put labels are removed during the 

preprocessing stage of the mammograms. Preprocessing 

helps in increasing the efficiencies of the predictive or the 

prognosis models by localizing the search region. There is 

another challenge in the detection of the lesions which is 

encountered due to the presence of the pectoral muscle (PM). 

These muscles mostly interfere with the MLO views and 

therefore it is necessary to define the contours of the PM in 

the breast region [21]. Removal of the PM contours from the 

mammograms will enhance the diagnostic precision, avoid 

false detection, and will eventually save the computational 

time required to process images [22]. 

B. Enhancement of Mammograms

In order to improve on the quality of mammograms image
enhancement techniques are employed by which the 
readability can be enhanced by tuning the amount of color or 
grayscale differentiation existing between various image 
features. The techniques employed can help to detect the 
abrasions or lesions in the mammographs that has poor 
visibility and also help to improve them by tuning their 
contrast. Especially the mammograph features with low 
contrast are needed to be improved. Such regions of low-
contrast containing small-scale malformations are often 
obscured within surrounding soft tissues and eventually lead 
to an incorrect diagnosis. The CAD system and the human 
observer can read small-scale malformations in the 
mammographs with ease as a consequence of these image 
processing performed. Furthermore, caution is needed while 
using these techniques as it may result in to disfiguring or 
deforming the anatomical structures. However, with the 
advent of digital imaging equipped with adjustment settings 
for contrast and dynamic range (the tonal difference between 
the lightest and the darkest parts of an image) the 
mammograph adjustment can be obtained with ease. There are 
three classes of image enhancement techniques used for the 
mammograms such as, techniques pertaining to frequency 
domain, spatial domain, together with techniques for a 
combination of frequency and spatial domain techniques [23, 
24]. While the mammograms are digitized these days, most of 
the image enhancement procedures are conducted 
automatically during such digitization.  

 The above mentioned enhancement techniques can be 
implemented using the conventional methods, however, these 
methods may also increase the noise factor and therefore not 
preferred for the CAD based analyses [25]. There are certain 
region-based methods which are normally used for the 
contrast enhancements and for increasing visibility of the 
anatomical features of certain regions of interest (ROIs). 
These methods can be used to augment the details pertaining 
to the anatomy of the ROIs without the use of any artifacts. 
Dense breast tissue, appearing as microcalcification, are 
sometimes difficult to observe on a mammogram through 
imaging and this makes the diagnosis of breast cancer all the 
more difficult. The region-based methods can appropriately 
resolve this issue as well. 

On the other hand, mammograms with microcalcification 
can be processed using the feature-linking models for image 
enhancement. Functions such as wavelets can be borrowed 
from the theory of signal processing that may help in 
recovering weak signals removing the noise. Such multiscale 
transforms are effective owing to their dilation and translation 
properties that can be suitable for nonstationary signals such 
as mammograph images. Applying wavelet threshold 
denoising method, it is possible to remove low frequency 
noise and preserve the frequencies above a threshold. Recently 
a fuzzy based enhancement technique was proposed for the 
contrast enhancement and noise suppression of the normalized 
mammograms and it was shown to be effective for the 
enhance the mass contours and feature identification [26].  

C. Segmentation of the Mammographic Mass

Segmentation of the mammographs is essential and it
needs to be well focused and precise for the detection of 
abnormal tissues in the breast through feature extraction. 
Segmentation is also important in extracting an ROI for the 
identification and distinction between breast regions with 
abnormalities and regularities. During the segmentation of 
mammographs, the breast region is separated from the 
background and the surrounding other objects. Furthermore, 
the mammograph may required to be partitioned into several 
distinct regions with target mass lesions.    

We expect high false positive (FP) detection at this stage 
owing to higher sensitivity rate. Different approaches towards 
the breast mass classification have been suggested in the 
literature that include automatic and/or ensemble-based 
segmentation and classification algorithms [27]. Ensemble of 
several techniques helps in reducing the false positive cases at 
the detection stage. As mentioned above, the techniques used 
for the segmentation may use thresholding criterion, region- 
criterion, or feature and edge criterion [28].  

D. Conventional Techniques for Feature Extraction

While employing machine learning based models the most
informative and substantial features are learned which are 
later used as discriminators during the segmentation or the 
classification stage. Clinicians based on their prior experience 
and knowledge are expected to manually label these 
informative features which are the target domain. Manually 
labelling the features remains the weakest link in the chain and 
poses as a bottleneck. Commonly, experts use the principal 
component analysis (PCA), filtering techniques such as chi-
square test, linear discriminant analysis (LDA), and similar 
other feature reduction methods. Here it is important to avoid 
overfitting and to select the features that are most 
discriminatory in nature so that any kind of redundancy in the 
feature space can be avoided [29]. Based on the feature 
characteristics, the workspace is normally divided into three 
regions of interest namely, morphological features identifying 
the shapes or the geometry of segments, texture or statistical 
features, and multi-resolution features. 

E. Classification of Mammographic Images

Initial classification of the mammographic images is
carried out in order to establish whether the lesion being 
analyzed falls under a normal or a cancerous region. A further 
classification may be required to be carried out in the event of 
finding a cancerous region. An advanced classification 
normally is conducted to determine the pathology of the 
cancer that helps in deciding between the malignant or the 
benign nature of the tissues. The accuracy of classification 
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greatly depends on the previous steps of segmentation and 
feature extraction. Few of the important classifiers that are 
implemented for the breast cancer classification, include 
artificial neural network (ANN), support vector machine 
(SVM), binary decision tree, k-nearest neighbor (KNN), and 
simple logistic classifier [30].  

F. Mammogram Classification using Convolutional Neural 

Networks  

The convolutional neural network (CNN) is a type of deep-

learning approach that is specifically applied to the image 

data classification. Recently, CNN-based algorithms have 

become quite popular owing to their capabilities in the 

classification of large-set images   construct used in image 

classification. Different classifiers that are based on CNNs 

have been proposed in the literature. These classifiers are 

normally evaluated on the basis of their performance relative 

to the truth values generated by the histology results from 

biopsy and mammogram analysis by expert radiologists [31]. 

The CNN models, after being constructed, need to be 

optimized through data augmentation for better accuracies 

and transfer learning capabilities. It has been established that 

CNNs have a great potential for automatic breast cancer 

detection using mammograms [32]. However, working with 

unlabeled image data in CNNs poses challenges and while the 

manual labeling is not efficient, pre-trained CNNs also 

perform poorly on the actual medical images. Instead, we 

propose to use transformer-based networks in the field of 

mammogram analysis. Previously published research also 

suggests a predominance of transformer-based vision models 

over the convolutional models [33]. Bootstrap Your Own 

Latent (BYOL), which is Self-supervised learning (SSL) 

algorithm, is proposed in this paper to process mammograms 

images for diagnostic purposes. BYOL, that can handle 

unlabeled image data and improve the deep learning 

mechanism for data analytics, has been explained in the 

following section with its implementation [34]. 

III. BYOL FOR BREAST CANCER DIAGNOSIS 

Bootstrap Your Own Latent (BYOL) is an approach to 
handle unlabeled image data and improve the deep learning 
mechanism for computer vision [35]. The raw image data is 
required to be labelled and manually assigning labels is a time 
consuming activity. Nevertheless, self-supervised learning, 
which is a nascent sub-field of deep learning, can still be used 
to learn from unlabeled samples. Self-supervised learning 
(SSL) can be implemented using either a generative or a 
contrastive learning approach. While generative learning, 
that uses GANs is computationally expensive, the contrastive 
approach is much less expensive and simple. Further, the 

contrastive methods are sensitive to the choice of image 
augmentations and may result in data bias which is yet 
another big issue in machine learning. The proposed BYOL 
does not depend on negative sampling (dissimilar 
representations) and therefore will not have data bias and is 
also computationally less expensive [34]. The BYOL is a 
simple approach whereby the goal is to train a model so that 
similar samples may have similar representations. In the 
present work, we used BYOL self-supervision method [36] 
for segmentation. As has been explained, BYOL is a non-
contrastive representation framework that does not rely on 
negative pairs to learn the representation of the dataset. It 
consists of two networks, namely, the online network and the 
target network. The target network is used to provide targets 
to train the online network. The BYOL method is pictorially 
explained in Figure 1, where the two transformations 𝑡 and 𝑡’ 
are used to transform an input ′𝑥′. The transformations were 
implemented using Kornia, which is a differentiable 
computer vision library for PyTorch (a library for deep 
learning on images). The model 𝑓 with weights 𝜃 is used as 
the online network to output the representation 𝑦. The target 
network, similarly, has the same architecture as the online 
network but a different set of weights 𝜉  is used there to 
provide targets to train the online network. To begin with, 
BYOL provides two augmented views, 𝑣 ≜ 𝑡(𝑥) and 𝑣′ ≜
𝑡′(𝑥) , from given image 𝑥 . These views are obtained by 
applying image augmentations 𝑡 ∼ 𝜏  and 𝑡′ ∼ 𝜏′ , where 𝜏 
and 𝜏′  are the two distributions used for the image 
augmentations. Later, the online network produces a 
representation 𝑦𝜃 , together with a projection 𝑧𝜃 , and a 
prediction 𝑞𝜃(𝑧𝜃)from the first view 𝑣 ≜ 𝑡(𝑥). Likewise, the 
target network produces 𝑦′𝜉  as output and a target projection 

𝑧′𝜉  from the second view 𝑣′ ≜ 𝑡′(𝑥).  Eventually, the Loss 

which is the mean squared error between the 𝐿2-normalized 
prediction 𝑞𝜃̅̅ ̅(𝑧𝜃) and the target projection 𝑧̅′𝜉  is calculated 

using (1). Intuitively, this method minimizes the distance 
between different variations of the similar images [35].  

𝐿𝜃,𝜉 ≜ ‖𝑞𝜃̅̅ ̅(𝑧𝜃) − 𝑧̅′𝜉‖2
2
= 2 − 2.

〈𝑞𝜃(𝑧𝜃),𝑧′𝜉〉

‖𝑞𝜃(𝑧𝜃)‖2‖𝑧′𝜉‖2

     (1) 

Here, operator 〈. , . 〉  is used for the inner product, and 
another loss function 𝐿′𝜃,𝜉  is devised to normalize the loss 

(𝐿𝜃,𝜉) by inducing 𝑣′ to the online network and 𝑣 to the target 

network. Therefore, the final loss function 𝐿𝐵𝑌𝑂𝐿  becomes the 
sum of the two loss functions 𝐿′𝜃,𝜉  and 𝐿𝜃,𝜉 . During the run 

of the BYOL algorithm, at each training epoch, the total loss 
function (𝐿𝐵𝑌𝑂𝐿 ) is minimized varying the online network 
weights 𝜃 and on the other hand, the target network weights 
𝜉 are derived as the moving exponential average of 𝜃: 𝜉 ←
𝜏𝜉 + (1 − 𝜏)𝜃, taking 𝜏 as the target decay rate. 

 

Figure 1: Bootstrap Your Own Latent 
 

Figure 2: Mammogram and the mask after preprocessing 
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IV. EXPERIMENTS, RSULTS AND DISCUSSION 

A. Preprocessing 

Mammography image data of patients, in the format of 
DICOM files, was obtained from the University Medical 
Center (UMC) Hospital, Nursultan, Kazakhstan. Data 
cleaning was performed since the mammograms had some 
unnecessary artifacts and labels. Later, these images were 
converted to the PNG bitmap image format. Since the 
network should receive inputs of the same size, the image 
data was converted to a square size before inputting to the 
transformations.  

The image data was also cleaned by removing the artifacts 
such as writings on a mammogram etc. and enhancing the 
contrast of the images. Since, for every abnormality in the 
image, there has to be a separate mask, we had to scale masks 
size to match the input and combine each mask to the 
corresponding input. 

B. Training 

As a baseline, we first performed a supervised training of the 

mammographic images, and then measured and compared the 

accuracy with our BYOL trained model. We have selected U-

Net for the base model which is a convolutional neural 

network and was developed for biomedical image 

segmentation [37]. There are many variants of UNet available 

on the Keras platform (open source Python library)  and the 

one we have chosen for the present work is called UNet 

(ResNet34) [38]. We have also compared the results of the 

Mammogram image data training obtained from UNet 

(ResNet34) with SSL. All the models were trained using 

Adam optimizer (stochastic gradient descent algorithm for 

training models) with the 0.001 learning rate and a 0.000005 

weight decay. The learning rate is reduced by the factor of 10 

if the loss does not improve for 10 consecutive epochs. A 

weighted linear combination of Binary Cross Entropy, Dice 

and Focal losses with the weights of 3.0, 1.0 and 2.0 

respectively were used. All models were trained for 50 

epochs. For Self-Supervision, we used BYOL method with 

the addition of random rotations within the boundary of 10 

degrees. We pretrained the ResNet model for 500 epochs on 

the unlabeled dataset of 1227 images. 

C. Dataset and evaluation 

Mammography image data of patients, in the format of 
DICOM files, was obtained from the University Medical 
Center (UMC) Hospital, Nursultan, Kazakhstan. The dataset 
was further divided into three parts to be used for training, 
validating, and testing the networks.  

While 1000 mammograms were used to train the models, 
231 and 340 images were used for the validation and testing, 
respectively. Performance of UNet (ResNet34) was used as a 
benchmark to compare and show improvements in the 
performance while using the proposed BYOL based models.  

D. Results and Discussions 

As a result the mean Intersection over Union (IOU) 
performances of the UNet (ResNet34) was enhanced, using 
SSL, by close to 4% and the Loss function was reduced by 
12.5%. These results apparently indicate the efficacy of the 
Self-supervised learning (SSL) over pretrained models. 
During the validation stage of experiments, performance of 

the UNet model is increased by 16.66% after switching to 
BYOL.  

V. CONCLUSIONS 

A transformer-based networks has been developed during 
this research for Mammogram image processing and analysis. 
Bootstrap Your Own Latent (BYOL), which is a Self-
supervised learning (SSL) algorithm, was designed to process 
mammograms images for diagnostic purpose. The results 
from the experiment show that the self-supervision provides 
better loss convergence and the improved segmentation. 
Future work in this direction shall be conducted to evaluate 
the transferability of SSL based models on different datasets 
of mammogram images. Using another self-supervised 
technique that is more focused on rotational invariance shall 
also be investigated. 
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