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Abstract— With the development of silicon photonics and
wavelength division multiplexing, the advantages of on-chip
optical interconnection, such as low loss, low delay and high
bandwidth, can make up for the disadvantages of electrical
interconnection. However, with the increase of network scale
and complexity, a series of problems, such as communication
congestion, low utilization rate of microring resonator and
increase of insertion loss, appear in optical interconnection
network. The traditional optical interconnection network
structure is relatively fixed and cannot meet the needs of
reconfigurable array processors. Therefore, this paper designs a
configurable, non-blocking, scalable, low loss optical
interconnection network structure ReLONEONoC. Depending
on the array size, electrical interconnection is used within
clusters, and optical communication is used for mass data
transmission between clusters. Finally, the simulation and
verification model of optical link is built by Waveshaper
500A/SP configurable optical device, and the coupling screening
effect of microring resonator is simulated to verify the
functional correctness of optical link. The prototype system of
ReLONEONoC was designed by combining Waveshaper and
UltraScale + VU440 development platform. Statistical results
show that optical communication between clusters improves
both delay and loss.
Index Terms— configurable; On-chip optical interconnection;

Passive optical interconnection; Optical router

I. INTRODUCTION

With the development of CMOS (complex metal oxide
semiconductor) technology and the rapid development of
multi-core processor, the network integration on chip is
increasing and network communication is blocked.The
storage wall problem of traditional electrical interconnection
is getting worse and worse, and the problems of energy
consumption, time delay and signal crosstalk are becoming
increasingly prominent.
A new technology of optical network on silicon has

emerged.[1] The advantages of high bandwidth and low loss,
on-chip optical interconnect chip becomes the development
direction of global interconnection of multi-core processor
systems in the future. In 2015, IBM designed and
manufactured an optoelectronic hybrid microprocessor chip
mitics, which combines the advantages of photons and

electronics, and uses optical and electrical methods for signal
transmission[2]on a same chip. This marks the beginning of
the chip level optoelectronic system, which is of great
significance for changing existing processing chip
architecture and realizing a chip system with stronger
computing power. The on-chip optical devices can be used to
communicate with other chips through optical signals.
Although the development of silicon on chip photonic

technology brings higher bandwidth, lower delay and lower
loss[3]for multi-core processor. Due to the limitation of on-
chip optical devices, the scalability of the existing optical
interconnection network is poor. In order to adapt to the
development trend of increasing processor scale, a
reconfigurable optical interconnection network structure[4]for
large-scale array processors is needed. With the increase of
the scale of multi-core processor, the density of optical
interconnection network is gradually increasing, which leads
to the emergence of new problems[5-14], including: how to
ensure the strict non blocking communication of optical
network structure in high-density optical network structure;
How to reduce the number of exponentially increasing
microring resonators and improve the utilization of microring
resonators and waveguides; How to reduce the unnecessary
insertion loss in optical network; How to reduce the crosstalk
of optical signal in the transmission process; How to solve
these new problems has become a new research direction in
optical interconnection network structure. At the same time,
in order to better adapt to high-density network, the
scalability of optical interconnection network structure also
needs to be paid attention to.

II. DESIGN OF THE STRUCTURE

The development of network on chip brings higher
bandwidth, lower delay and power consumption to the
development of multi-core processors, and solves the
communication bottleneck[15]in the electrical interconnection
mode. However, with the increase of processor scale, the
traditional 4-port and 5-port can not meet the current network
density requirement[16]. With the expansion of optical
interconnection network, there are some problems such as
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communication congestion, low utilization of microring
resonator. In this paper, we propose a reconfigurable optical
interconnection network structure named ReLONEONoC for
4096 PE arrays. This chapter introduces the overall design of
reconfigurable optical interconnection network structure and
the design of key components and conversion units,
including the detailed wavelength configuration and path
selection control in WDM state. Finally, the design of
network structure is simulated and verified. The simulation
results of OMNeT++ show that the utilization ratio of
microring resonators is improved and the number of
microring resonators is reduced by more than 41.67%; The
insertion loss is reduced by more than 27.05%; In the area
cost aspect also has certain superiority, the area expense
reduces more than 10%. Moreover, the biggest characteristic
of the ReLONEONoC structure is that it is simple and easy
to expand, and has better adaptability for the future high-
density network requirements.

A. The Overall structure
ReLONEONoC supports the communication between any

two clusters, and has flexible scalability. As shown in Figure
1, the ReLONEONoC consists of three parts, in which L1 is
4096 processing elements, which mainly completes the
electrical transmission of data within the cluster; The second
layer L2 is the first layer of optical routing, which mainly
makes a preliminary screening and classification of optical
information; The top layer L3 is composed of 16 sub routers,
mainly for the secondary accurate routing of optical
information after the first screening of the first layer optical
router. As an optical interconnection network structure for
array processor, the traditional electrical interconnection is
used in the part with small amount of data transmission in the
underlying cluster, which can better play the advantages of
flexible and simple electrical interconnection; In the part with
large amount of data transmission between clusters, optical
interconnection transmission is used to better play the
advantages of high bandwidth and low loss.

Fig.1 overall structure of optical interconnection network.
In Fig.1, the electrical interconnection layer consists of

4096 PE units, each of which is a processing unit cluster.
There are 256 clusters in 4096 processing units. As shown in
Fig.2, a photoelectric conversion unit is connected to the
PE33 of each cluster to facilitate the conversion between
optical signals and electrical signals.In a cluster, all signals

are transmitted in the form of electrical signals, and the
signals in a cluster are also transmitted by electrical signals.
When one cluster needs to access another cluster, the
electrical signal is converted into optical signal by the
photoelectric conversion unit in the cluster, and the converted
optical signal will transmit multiple optical signals in the
same waveguide through the wavelength division multiplexer.
The optical information processed by WDM technology is
transmitted to the first layer L2 of the optical network layer
through the waveguide.

Fig.2 connection of 16 clusters and optical router.
The L2 layer consists of 256 microring resonator groups,

which are divided into 16 types, and each microring resonator
group has 16. The same kind of microring resonator group
can couple the wavelengths in the same wavelength range.As
shown in Fig.1, 16 different color circles represent 16
microring resonator groups with different resonant
wavelength ranges. The same microring resonator group can
couple the wavelengths in the same range from different ports
to the same outlet. The resonant wavelength range of each
microring resonator group is 16 wavelengths. In this way, L2
layer can couple the converted optical information of L1 layer
to 16 different output ports through different wavelengths.
The 16 output ports of L2 are respectively connected with the
input ports of 16 sub routers of L3 layer.
As the second layer of optical network, L3 layer is mainly

responsible for the secondary accurate routing of optical
signals, as shown in Fig.3, the optical signal is first screened
by the microring resonator group of L2 layer, the optical
signal with wavelength of 1-16 is screened by the ring
resonator group of L2 layer, and the optical signal of
wavelength 1-16 will be output from the output port o (M20),
and the screened signal will be transmitted to the first sub
router of L3 layer through the waveguide, and the optical
signal of the sub router will be routed to the target port
according to the wavelength assignment table, The output
optical signal is transmitted to the target cluster after WDM,
and then converted into corresponding electrical signal by
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photoelectric conversion unit, and then transmitted to the
cluster. The 16 output ports of L2 layer correspond to 16
subrouters of L3 layer one by one. The wavelength range that
each sub router can resonate is the output wavelength range
of each corresponding output port.

Fig.3 overall structure of optical interconnection network.
As the second layer of optical network, L3 layer is mainly

responsible for the secondary accurate routing of optical
signals, as shown in Fig.3, the optical signal is first screened
by the microring resonator group of L2 layer, the optical
signal with wavelength of 1-16 is screened by the ring
resonator group of L2 layer, and the optical signal of
wavelength 1-16 will be output from the output port o (M20),
and the screened signal will be transmitted to the first sub
router of L3 layer through the waveguide, and the optical
signal of the sub router will be routed to the target port
according to the wavelength assignment table, The output
optical signal is transmitted to the target cluster after WDM,
and then converted into corresponding electrical signal by
photoelectric conversion unit, and then transmitted to the
cluster. The 16 output ports of L2 layer correspond to 16
subrouters of L3 layer one by one. The wavelength range that
each sub router can resonate is the output wavelength range
of each corresponding output port.

B. Interface design of wavelength forwarding unit
Each PE33 is connected with a photoelectric conversion

unit. When the PE33 outputs the signal, the electrical signal
is converted into optical signal by the photoelectric
conversion unit, and then the converted optical signal is
transmitted to the first level top-level optical router through
the optical waveguide. The transmission units of the top-level
router and the sub router are shown in Fig.4. The output port
of each top-level router contains 16 kinds of optical signals.
The forwarding unit needs to couple and forward each group
of optical signals from the output port of each top-level
optical router to each corresponding sub router. In the
secondary accurate routing of wavelength, the sub router will
route a group of optical signals input by the top-level router
to each port. The output port of the sub router outputs the

optical signal after routing to the corresponding photoelectric
conversion unit of PE33, and then converts the optical signal
into electrical signal, which is sent into a cluster by PE33 for
data transmission within the cluster.

Fig.4 top level router forwarding unit
As shown in Fig.4, the conversion unit includes 16

horizontal waveguides, 16 vertical waveguides and 16× 16
microring resonators. The resonant wavelengths of each
microring resonator group are the same. Each vertical
waveguide and 16 horizontal waveguides form 16 cross
points, and 16 microring resonator groups are placed on the
16 intersection points of vertical waveguide and horizontal
waveguide. In this way, a set of wavelengths of each port of
the top router can be forwarded to the 16 input ports of each
subrouter.
Wavelength division multiplexing (WDM) technology can

transmit multiple wavelength optical signals on the same
waveguide. Each microring resonator group can make the
wavelength within the resonance range resonate and turn.
When the resonance range of the optical signal transmitted on
the waveguide is different from that of the resonant group, the
optical signal will continue to transmit along the original
direction without changing the current transmission direction.
Until the transmitted optical signal resonates with the
microring resonator group, otherwise it will be transmitted in
the original direction until it is output from the output port.

Fig.5 16 kinds of microring resonator group
The scale of 4096 array processor needs 16 kinds of

bandwidth microring resonators. The resonant wavelength

Proceedings of 2022 APSIPA Annual Summit and Conference 7-10 November 2022, Chiang Mai, Thailand

151



groups are M1, M2, M3, M4, M5, M6, M7, M8, M9, M10,
M11, M12, M13, M14, M15, M16. The relation of the
wavelength λi corresponding to the 16 groups of bandwidth
resonant microloops, the relationship oiis shown in Fig.5: the
resonant wavelength range of each microring resonator group
is different. The resonance wavelength of the group M1
includes, λ0,λ1,λ2...λ13,λ14,λ15; Resonance wavelength group

M2 resonance wavelength includesλ 16,λ 17,λ 18...λ 29,λ 30,λ 31;

The resonant wavelength range of M3 isλ32~λ47, the resonant

wavelength range of M4 is λ48~λ63, and so on, the resonant

wavelength range of M16 is λ241~λ255.

C. Design of optical router LONE
As the basic unit of optical interconnection network

structure, optical switch has two basic states, cross state and
bar state[17]. As shown in Fig.6, the cross state of the
microring resonator indicates that no resonance occurs in the
microring resonator, and the optical signal is transmitted
along the direction of the waveguide. The transmission
address[18]of the optical signal is controlled by changing the
transmission direction of the optical signal at the target
wavelength. Then the optical signal is used to route the target
address.

Fig.6 Diagram of resonator 6 resonator
The passive network structure does not change the

resonant state of the microring resonator by adding voltage or
heating. Its resonance state to the wavelength mainly depends
on the structure of the device and the radius of the
microring[19]. By analyzing the optical signal exchange
process of basic 2×2 optical switch, the microring resonator
in passive optical interconnection structure can be configured
with different wavelengths corresponding to resonance.
Therefore, the switching function can be completed by
configuring the resonant wavelength and input wavelength of
the microring resonator to realize the communication of
different paths. According to the characteristics of the
microring resonator in the passive optical interconnection
network, the parallel non blocking optical communication
between multiple cores can be realized.

Figure 7 4×4 non blocking optical switch
4×4 switch is the basic element in various photonic

topologies[20]. In a design performance of 4×4 switch,
several factors need to be considered. The first is to minimize

the number of microrings needed to minimize the insertion
loss requirements of the design. Based on the basic optical
switch structure, this paper designed a 4-ports optical router
structure, as shown in Fig.7. The 4-ports optical router
consists of 6 microring resonators and 4 waveguides. The
wavelength coming in from the input port can change the
transmission direction through different microring resonators,
and then route to the target port. For example, if the input
wavelength from I1 is to be routed to the target port O1, only
the input wavelength is the same as the resonant wavelength
of the yellow microring; If routing to port O2, only the input
wavelength is the same as the resonant wavelength of the
green microring; If routing to the target port O3, the input
wavelength should be the same as the resonant wavelength of
the red microring; If it is necessary to route to the O4 of the
port, only the input wavelength needs to be different from the
resonant wavelength of other microring resonators, then the
input wavelength does not change and is transmitted to port
O4 along the waveguide.
Wavelength division multiplexing (WDM) technology

allows multiple independent signals to be transmitted in
parallel in an optical waveguide. In the design of this paper,
the non blocking function is realized by assigning MR with
appropriate resonant wavelength to appropriate intersection
points. Therefore, each pair of input and output ports can set
the path according to a certain wavelength.In this way, this
article can easily change LONE from a 4×4 optical router
expanded to an 16×16 optical router.

Fig.8 16 port optical router structure
As shown in Fig.8, the 16 port router LONE proposed in

this paper can realize non blocking communication. The same
microring resonator can be reused to realize 90 ° and 270 °
steering of the same microring resonator. For example, when
the I2 port and O12 port communicating, the microring
resonator M2 starts to couple the optical signal input from the
I2 port. The signal is output from the output port O12 after
turning 270 ° . The other 14 microring resonators along the
way do not resonate and are in the off state. Similarly, when
the I5 port and O13 port communicating, the microring
resonator (M10) starts to couple the optical signal input from
the I5 port, so that the optical signal turns 90 ° and outputs
from the output port O13. The other 14 microring resonators
along the way do not produce resonance and are in the off
state.
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Through reasonable wavelength assignment, the
communication between 16 ports is completed by specific
wavelength. The 16-port LONE optical router uses 16
wavelengths to complete data exchange. When 16 output
ports are accessed from the same input port, the wavelengths
will not be duplicated. At the same time, when 16 input ports
access the same output port, the 16 wavelengths will not
repeat, causing communication congestion. 16 kinds of
resonators with 16 kinds of resonators have been realized.
Fig.9 shows the modeling process of a 16-port optical

router. The data sent by the processor is a group of 16. The
processor sends the generated data to an electro-optic
conversion module to convert the original electrical signal
into an optical signal. The converted optical signal is sent to
the optical router module luo16, the int numports of the
optical router is 16, and the wavelength interval of WDM is
0.1. The 16-port optical router uses 120 microring resonators,
16 input ports and 16 output ports. Each microring resonator
has two input ports and two output ports. The vertin vertical
port and horizin horizontal port are respectively used.
According to the design of topology, the input port is
connected by waveguide bending in the vertin port of
microring.

Fig.9 16 port optical router model

III. VERIFICATION AND PERFORMANCE

A. ReLONEONoC modeling
As shown in Fig.10, the left part is the top-level optical

router. Through the wavelength ratio of the top-level optical
router, it can be clearly known that the output port of each
top-level router will conduct an initial range screening on the
optical signal. After filtering out the optical signal, the
optical signal will be sent to the sub router meeting the range
for detailed secondary routing screening. The optical signal is
routed to the appropriate position through the resonance of
the micro ring resonator. A 16-port top-level router
represents a 16 wavelengths range with a width of 16, that is,
the corresponding sixteen 16-port sub router.The output port
of each top-level router is the input port of a sub router.

Fig.10 schematic diagram of two-stage router connection in optical
interconnection layer

Fig.11 shows the verification scheme of the
ReLONEONoC network, which consists of four parts:
prplane, phplane, conv1 and conv2. Prplane completes the
message generation and communication request sending, and
conv1 performs electro-optical conversion of the data output
from the processor layer. Phplane completes the data optical
transmission, in which the phplane module contains two parts,
the top_16 at the top layer routes the light signal firstly.The
routing light signal is routed a second time by the 16 ports
light router LONE. After the routing of the optical signal
through conv2, the output data of the optical layer is
photoelectric converted. The converted signal is then
transmitted to prplane.

Fig.11 network verification case of reLONEonoc
Firstly, the processor layer generates different request

signals according to different applications. The request signal
is converted into the corresponding optical signal by the
conversion module conv1. Then, the conv1 module transmits
the optical signal to the optical network layer. The optical
network layer uses the electrical control unit of the optical
router to judge the access address and get the corresponding
output port. The electric control unit configures the
corresponding micro ring resonator switch state according to
the port information, and sends the information to the optical
switch unit to complete the transmission path establishment of
the optical network layer. The optical signal is transmitted
along a predetermined optical link and output from the
corresponding port. Finally, the optical signal is transmitted
from the optical network layer to conv2, which converts the
signal to the processor layer and completes the
communication process.

Fig.12 network simulation process of ReLONEONoC

Proceedings of 2022 APSIPA Annual Summit and Conference 7-10 November 2022, Chiang Mai, Thailand

153



Fig.14 shows the network simulation interface of
ReLONEONoC, in which the red dot movement process
simulates the signal communication process. The whole
process of data communication from the processor layer to
the conversion module, from the conversion module to the
optical network layer, from the optical network layer to the
conversion module, and from the conversion module to the
processor layer. The optical modulator is demodulated to the
optical network layer and optical modulator in turn. Finally,
the photoelectric conversion unit receives the optical signal
and transmits the converted electrical signal to the
corresponding node of the processor layer to complete the
optical transmission process of a group of data.

B. Performance analysis of reLONEonoc
For 4096 PEs array processor, the optical network

structure (ReLONEONoC) includes 17 16-port optical
routers, 16 forwarding units and 256 photoelectric
conversion units. The number of microrings in the
ReLONEONoC is counted. A total of 2040 microring
resonators are used in the optical routers, and 256 microring
resonators are used in forwarding units. In order to solve
the problem of increasing insertion loss caused by the
excessive number of microring resonators in the expansion
process of the existing passive optical network on chip, the
waveguide bending is used to replace the waveguide crossing
to reduce the overall insertion loss. Because of the
reconfigurability of network scale, different array sizes have
different sizes. The number of microring resonators and
waveguides used are also different. The specific results are
shown in Table 1 it can be clearly seen from the table that
with the gradual expansion of the scale of the underlying PE
array, the scale of the corresponding optical network
structure is also increasing, the number of microring
resonators consumed and the type of waveguide are
increasing synchronously.

Table 1 resource cost of optical network structure corresponding to
different scale network structure.

Scale of
underlying PE

array

Optical network
scale

MRs Wavelengt
hs

64 4×4 6 4
128 8×8 28 8
256 16×16 120 16
512 One 2×2

Two 16×16
243 33

1024 Four 16×16
One 4×four

490 68

2048 Eight 16×16
One 8×8

996 136

4096 17 16×16 2296 272

The comparison results are shown in Fig.13. The number
of microring resonators used by ReLONEONoC is
significantly less than that of other on-chip optical
interconnection network structures, and other passive on-chip
optical interconnection architectures almost need the same
number of microring resonators. Compared with the λ -
Router and LMRONoC ,the router has significantly

reduced the number of microrings by 94% and 52%.

Fig.13 number of Microrings with different structures
As a reconfigurable optical interconnection structure, the

size of the optical interconnection network structure can be
configured according to the whole scale of the bottom layer.
With the synchronous expansion of the scale of the bottom
array and the optical interconnection network, the number of
waveguides required in the whole network is increasing.
Whether in electrical interconnection or optical

interconnection network, area overhead is an important index
parameter to measure the performance of network structure.
Fig.14 shows the comparison results of area consumption
between 16-port optical router ReLONEONoC and other
optical router structures of the same size. With the increase of
network size, the number of waveguides with different
structures increases, as shown in Fig.15. Table 2 shows the
comparison results of the number of wavelengths used for
different scale network on chip structures.

Fig.14 16×Comparison of area cost of 16 scale network structure

Fig.15 number of waveguides used under different network sizes
Table 2 number of wavelengths used by systems with different

network sizes
4×4 8×8 12×12 16×16 64×64

GWOR 4 8 12 16 64
λ-Router 3 7 11 15 63

POINT(M=1) 4 8 12 16 64
POINT(M=2) 2 4 6 8 62
POINT(M=4) 1 2 3 4 16
POINT(M=8) - 1 - 2 8
LMRONoC 2 - - 4 8

ReLONEONoC 4 8 12 16 64
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Power consumption is another key factor in the design of
on-chip optical interconnection. The number of microring
resonators, the transmission mode of microring resonators,
the number of waveguides and the transmission mode of
waveguide all affect the insertion loss of the whole optical
interconnection network. The insertion loss is derived from
the following formula 1[22], and PLoss, Signalrepresents the
insertion loss from the source node to the target node. The
specific calculation is as follows:

1)
ND and NT represent the number of microring resonators

through which optical signals in the drop and through states
pass, respectively; NB represents the number of bent
waveguides; Ll represents the longest optical link length. For
each row and column, the length is about 4.5mm in the
optical network layer; NIL,WC refers to the number of cross
waveguides in optical interconnection network. Table 3
shows the insertion loss parameters of each optical device in
the optical interconnection network.

Table 3 optical insertion loss and energy parameters[19]

Parameter Implication Value
PMR,DP Drop-port insertion loss (BMR) 1.3 dB
PMR,TP Through-port insertion loss 0.01 dB
PB Waveguide bending loss 0.005 dB
PW Waveguide propagation loss 0.5 dB/cm
PIL,WC Waveguide crossing insertion loss 0.12 dB
PCR Coupling loss 0.6 dB
Loss is one of the key factors affecting the performance of

optical networks. According to the simulation results of
neomt, the results are shown in Fig.18. The maximum
insertion loss of 16×16 ReLONEONoC is only 1.39db, and
the minimum insertion loss is 0.99db, which is obviously
better than other optical interconnection network structures
of the same scale.

Fig. 18 comparison of insertion loss of ReLONEONoC
Table 4 shows the crosstalk and signal-to-noise ratio (SNR)

of each part of the ReLONEONoC.Crosstalk mainly comes
from two parts: the electrical signal crosstalk caused by
modulator and demodulator and the optical signal crosstalk
caused by microring resonator. The maximum crosstalk of
electrical signal is 31.5312 (dB), the maximum crosstalk of
optical signal is 15.7656 (dB), and the crosstalk of electrical
signal is twice that of optical signal. Compared with the data
in Table 4, the crosstalk in optical network mainly comes
from the crosstalk of electrical signals. The simulation scale
of this paper is larger than 8×8, the average power of optical
signal is less than that of crosstalk noise, resulting in a
negative value.

Table 4 crosstalk and SNR of each part of (ReLONEONoC)
Count Min Avg Max

Electrical SNR 1024 -52.8278 -35.7909 31.5312
Noise Power 1024 -16.5306 17.1945 25.6632
Optical SNR 1024 -26.4139 -17.8955 15.7656

Signal Power(dBm) 1024 -0.77019 -0.70092 -0.3675

IV. CONCLUSIONS

In this paper, we design a reconfigurable passive optical
interconnection networks with 4096 PE arrays. This paper
introduces the overall structure design of the ReLONEONoC,
which can realize the all-optical communication of 256
clusters. Through the reasonable allocation of 256
wavelengths, the communication between 256 clusters can be
realized without blocking. A 16-port non blocking optical
router, LONE, is designed according to the communication
requirements of ReLONEONoC. The structure is optimized
by using relatively few microring resonators. On the
OMNeT++ optical network simulation platform, the
performance analysis of the ReLONEONoC and the optical
router LONE is carried out. Finally, complete the optical
signal routing on FPGA, and realize the optical module on
FPGA to realize the data transmission from electrical
interconnection layer to optical interconnection layer.
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