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Abstract—Recognizing facial emotion is important in human
communication, especially non-verbal communication. Despite
the recent advancements in deep learning, facial emotion recog-
nition has not achieved high performance compared to other
classification tasks. Motivated by the mechanism of human visual
perception, in which humans recognize the facial emotion by
combining the informative facial regions (i.e., eyebrows, eyes,
nose, and mouth) with different weights, we propose a novel facial
emotion recognition network. To effectively train the informative
facial regions, we introduce adaptive patch extraction and region
adaptive self-attention schemes. The adaptive patch extraction
initially decides the informative facial region based on the human
facial perception. Then, based on the decided informative facial
regions, attention weights between regions are estimated from the
region adaptive self-attention scheme. Finally, by combining the
features of facial regions with attention weights, the proposed
network accurately recognizes facial emotion. The experimental
results show that the proposed network effectively focuses on the
informative region of the human face. Furthermore, through the
comparison of facial emotion recognition accuracy, it is verified
that the proposed network remarkably outperforms the state-of-
the-art methods.

I. INTRODUCTION

A facial expression can be interpreted as an informative
indicator that visually hints at a change in a person’s emotional
state. These characteristics can be effectively used as a means
for non-verbal communication between people in various fields
such as psychiatry [1], lie detection [2], human-computer inter-
face (HCI) [3] as well as online-meeting, which has recently
heightened in demand. When a person’s face information is
given, a human can recognize the emotion in a glance based
on the social experience. However, instructing an Al model to
automatically infer human emotions in the analogous context
as humans, there still exists a large void. Therefore, the topic of
facial expression recognition (FER) from visual content having
diverse domains (e.g., image, video, and recently 3D virtual
reality) has been actively studied [4], [5], [6], [7].

With the recent increase in computing power and the advent
of various deep learning model architectures, fields such as
image classification or facial analysis (e.g., face landmark
detection, face parsing, and age/gender prediction) achieved
very high accuracy. However, despite the fact that the problem
of recognizing emotions from human faces can be regarded as
a kind of classification problem, the performance remains at
an accuracy of about 60%. It is very low performance compare
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Fig. 1. Visualization of the input image and attention maps: (a) input image,
(b) attention map from the conventional grid self-attention of [14], and (c)
attention map from the proposed region adaptive self-attention.

to the conventional image classification deep network, which
achieves almost 90% accuracy. Such insufficient performance
hinders the room where artificial intelligence-based emotion
recognition technology can be utilized throughout the industry.

To solve this problem, we focus on the human visual per-
ception mechanism of recognizing an facial image. According
to the research on the human visual system, it is discovered
that humans perceive facial emotion by concentrating on a
specific facial component area, such as the eyes and mouth
[81, [9], [10]. The upper part of the forehead, which usually
occupies most of the facial region, has little effect on emotion
perception. Also, each region’s importance varies depending on
the emotion types [11]. Thus, semantically important regions
need to be considered with different weights. In addition,
by combining the expressions of facial components, humans
finally judge facial emotion [12], [13]. Inspired by this hu-
man visual perception mechanism, we propose a novel facial
emotion recognition network by effectively extracting and
aggregating facial components features.

To enable the network to extract features effectively from the
facial component regions, we propose the adaptive facial patch
extraction and region adaptive self-attention schemes. Through
the adaptive patch extraction, informative facial regions, such
as the eyes and mouth, are extracted. It enables the network
to more focus on the informative facial regions than the
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background area. In addition, we introduce region adaptive
self-attention to assign different weights on every facial patch
according to the emotional condition. Figure 1 shows the
attention maps from the region adaptive self-attention com-
pared to the conventional self-attention scheme. It shows
that the attention map from region adaptive self-attention is
more highlighted in the facial component regions, and it is
highly correlated to the human visual perception. In this paper,
inspired by the human visual perception mechanism above,
we propose a novel facial emotion recognition network by
introducing the adaptive patch extraction and region adaptive
self-attention schemes.

II. RELATED WORK
A. Facial Emotion Recognition

Before deep learning was actively used for facial expression
recognition tasks, studies using hand-crafted features based on
image processing have been mainstream. To obtain expression
information, methods such as geometric features indicating the
shape and location of faces[15], [16], Local Binary Pattern
for person-independent recognition[17], and scale-invariant
feature transform (SIFT) were utilized[18], [19].

In the recent decade, deep neural models, especially con-
volutional neural networks, have been actively used as a
feature extractor that maps some data to a high-level space
[20]. Various large-scale FER target databases have been
released[21], [22], [23], and a number of methods show-
ing high-performance for facial expression recognition were
proposed[24], [25], [26]. Vo et al.[27] proposed pyramid with
super-resolution method for in-the-wild images and achieved
very high accuracy. Additionally, a number of studies have
been conducted to learn networks more effectively using a
custom loss function. Farzaneh er al.[28] adaptively selected
significant features, and Fard et al.[29] used a method to cor-
relate feature vectors according to similar classes to enhance
discriminative ability of a model. Since these methods handled
all the facial parts with the same weight, the informative facial
regions cannot be emphasized in the network. In this work, by
adopting the region adaptive self-attention scheme, the network
can effectively learn the different weights depending on the
facial regions.

B. Self-Attention of Transformer Architecture

From the seminal work of Dosovitskiy et al. [30], the Trans-
former architecture using the self-attention scheme becomes
popular in various tasks. The Transformer was first successful
in many natural language processing (NLP) tasks. Due to the
outstanding performance of the Transformer, many attempts
have been made to apply its concept to computer vision. Re-
cently, the Vision Transformer (ViT) [14] was proposed which
applies the self-attention scheme in the image classification.
The ViT divides the input image into several grid patches
and regards each patch as a token in NLP. From the grid
patches, image features are extracted and attention between
patches is computed. The ViT achieves excellent performance
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compared to the convolutional neural network while requiring
considerably fewer computational costs.

Various studies based on ViT have been conducted [31],
[32], [33]. However, these methods use grid patches to com-
pute self-attention. Due to the grid patch, facial semantic
information for emotion recognition may be distorted. As we
extract the image patches using the adaptive patch extraction
scheme based on human visual perception, facial semantics
can be well preserved. Therefore, the proposed network can
learn more accurate attention between semantic facial regions
for facial emotion recognition.

III. PROPOSED METHOD

The overall framework of the proposed facial emotion
recognition network using region adaptive self-attention is
described in Fig. 2. The proposed network comprises three
parts: adaptive patch extractor, region adaptive self-attention,
and patch aggregation layer.

A. Adaptive Patch Extractor

Humans does not perceive all facial regions with the same
weight [8], [10]. Especially when perceiving emotions from the
face, humans focus on some specific regions, such as eyebrows,
eyes, and mouth, rather than the forehead and jaw. Inspired
by this, we firstly extract informative facial regions from the
input facial image. However, selecting the informative regions
from the entire face is crucial, which is directly related to
performance. Based on the fact that the facial landmark is
an important factor to perceive emotion accurately [34], we
define informative facial region using facial landmark. Thus,
the adaptive patch extractor extracts a set of image patches
to represent informative facial regions using each landmark
as a center point. Additionally, using only the facial patches
can result in loss of facial global context information, which
is also important for recognizing facial characteristics. To add
the global context, we down-sample the input image to the
patch size and append to the set of image patches. The patch
for global context is appended to the end of the image patch
set. Thus, the adaptive patch extractor, PE(-) : REXWxC _,
RN+ xHpxWpxC g formulated as:

where I is input image, I, is a set of image patches, H, W, C
are the height, width, and channel of the input image, NV is the
number of landmark, and H,,, W, are the height and width of
the patches. For the landmark detection, we used off-the-shelf
facial landmark detector [35]. In our experiments, we used 51
landmarks (N = 51), excluding those on the jaw, among the
landmarks defined in [35]. As we use the global context patch,
the total number of used patches in our experiments is 52.

B. Region Adaptive Self-Attention

With the advent of the Vision Transformer (ViT) [14], self-
attention becomes popular in computer vision. To enable the
network to learn the facial informative regions effectively, we
adopt the self-attention mechanism of the ViT.
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Fig. 2. An overall framework of the proposed facial emotion recognition network using region adaptive self attention.

Instead of directly using the patches as encoder input,
we map the patches into D dimensional embedding space
through the linear projection layer. As we construct the facial
patches based on the landmark, the order of patches follows
the landmark order and each patch indicates a specific facial
region. Thus, position information should be added to the
patches to effectively train the unique statistics of each patch.
Following the previous work [14], we use standard learnable
one dimensional positional encoding. The embedding vectors
of the image patch through the linear projection layer is
represented as:

xq = flatten(1))E + Epos, @)

where n is the index of the patch, E € R(HpxWpxC)xD
is weight of linear projection layer, and E,,; € RNV+1)xD
is patch positional encoding. In our experiments, we set the
dimension of embedding space D to 64.

The sequence of embedding vectors to which the patch
positional encoding is added serves as input to the ViT encoder.
The ViT encoder comprises L layers of multi-head self-
attention and feed-forward blocks. We use the standard self-
attention using query, key, and value.

Qn,Kn,Vn —XOWSA, (3)
QTLKTL

" 4

/D )V ; “)

MSA(xg) = [SA1 (xq) ;5 SAk (x0)] Wusa, )

where SA(-) is self-attention operator, Wgy € RP*3D g
weight to embed query @, key K, and value V' of dimension
D, and MSA(-) is multi-head self-attention operator with
projection matrix Wyga € R¥P*P_ We set number of multi-
head k to 16 in our experiments.

The output of [*" Transformer encoder layer is formulated
as:

SA (xg) = softmax (

X" = MSA(LN(x]",)) +x;" 4, (6)
x; = FF(LN(x7")) + %7, (7)

where LM(-) is layer normalization operator, and FF(-) is
feed-forward network consists of two linear layers with a
Gaussian error linear unit (GELU) [36] non-linear activation
function. The number of Transformer encoder layer L is set
to 6 in our experiments.

C. Patch Aggregation Layer

Instead of using the class token in [14], we aggregate the
embedded feature vectors of all facial patches. Through the
patch aggregation layer, feature vectors of all patches are
simply aggregated using global average pooling. Then the
emotion recognition is performed by projecting the embedded
feature space to the emotion class space. Thus, the patch
aggregation and emotion recognition is formulated as:

N+1
= — Z xE, ®)
y= softmax(xW), )

where W € RP*Pe is projection matrix from embedding
space to the D, dimensional emotion label space and y is
predicted emotion.

To train the proposed network, we use conventional binary
cross entropy loss function. Thus, the loss function is defined
as:

loss = BCE(y,y) (10)

where y is ground-truth of emotion class and BCE(:, -) is the

binary cross entropy function.

IV. EXPERIMENTS
A. Dataset and Implementation Details
We used two public facial emotion datasets to train the pro-
posed network: AffectNet [21], RAF [22], [23], and CAER-S
[37]. AffectNet contains 450,000 real-world images annotated

with eight discrete facial emotions categories and is collected
from the internet by querying expression-related keywords.
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Fig. 3. Visualization of the attention map from the predicted output to the input image space on CAER-S dataset.

TABLE I
EMOTION RECOGNITION ACCURACY ACCORDING TO THE PATCHES
EXTRACTION ON CAER-S DATASET

Method | Grid
0.605

Adaptive
0.758

Accuracy

RAF includes 30,000 images obtained from real-world. Each
image is annotated with one of seven emotion categories.
CAER-S includes 70,000 images extracted from videos of
79 TV shows. Each image is annotated with seven emotion
categories. To train the network, we select seven emotion
categories (i.e., anger, disgust, fear, happy, neutral, sad, and
surprise) that overlapped in both datasets. Monte-Carlo cross-
validation with 10 repetitions was performed to ensure the
network performance.

The proposed network used in all experiments was im-
plemented using Pytorch library. For optimization, we used
Adam optimizer [38]. The default hyperparameters were set to
B1 = 0.9 and B2 = 0.009. The learning rate was set to 0.001
and decreased by 0.95 for each of the 20 epochs. We resized
the input facial image to 256 x 256 (H = W = 256) and
extracted facial patches with the size of 32 (H, = W, = 32).

B. Evaluation on the Region Adaptive Self-Attention

To analyze the performance of using the adaptive region, we
visualized the attention map from the predicted emotion label
to the input image space. We compare the attention map of the
proposed network, which used adaptively extracted patches,
with the attention map obtained using grid patches. For the
grid patch extraction, we divide the input image into a set
of patches of 32x32 sizes, which is the same size as the
adaptively extracted patch.

TABLE II
EMOTION RECOGNITION ACCURACY ACCORDING TO THE PATCH SIZE ON
CAER-S DATASET

Patch size | 8x8 16 x 16 32 x 32 64 X 64
Accuracy \ 0.663 0.691 0.758 0.755
TABLE III

EMOTION RECOGNITION ACCURACY ACCORDING TO THE NUMBER OF
PATCHES ON CAER-S DATASET

# of patches | 51 (w/o Global)
| 0706

52 (w Global)
0.758

69 (w Global)
0.757

Accuracy

Figure 3 shows the attention maps of the proposed network.
Compared to networks using grid patches, the attention maps
of the proposed network highly focus on informative regions,
such as the eyes and mouth. In particular, when a person
opens his eyes or mouth widely, that part is activated largely
compared to the other parts. It confirms that the proposed
network recognizes facial images similar to human visual per-
ception. In addition, to quantitatively evaluate the performance
obtained by using adaptively extracted patches, we measure
the emotion recognition accuracy depending on the patch
extraction method. Table I summarizes the emotion recognition
accuracy of using the adaptive patch extractor. It shows that
the proposed adaptive region extractor enables the network to
achieve higher accuracy than using grid patch. In conclusion,
we find that the proposed adaptive region extraction makes the
network work in a similar way to the human visual perception
mechanism and allows higher accuracy to be achieved.
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Fig. 4. Quantitative comparison of emotion recognition accuracy between the proposed network and other state-of-the-art methods (DACL[28], Ad-corre[29],
and pyramid[27]) for each emotion category on RAF[22] and AffectNet[21] datasets.

C. Evaluation on the Patch Characteristics

Since the proposed network uses the image patches as
input, network performance is largely dependent on the char-
acteristics of the patches. Therefore, we evaluate network
performance according to the patch size and number.

Table II summarizes the emotion recognition accuracy ac-
cording to the patch size. We vary the patch size from 8 x 8 to
64 x 64 multiplied by a factor of 2. The results show that using
the 32 x 32 patch has the most higher accuracy. If the patch
size is too small (i.e., 8 x 8 patch), the cropped patches can not
contain enough facial regions, resulting in lower accuracy. In
contrast, if the patch size is too large (i.e., 64 x 64 patch), all
patches have similar global facial information, so the patches
are not distinct. It prevents the network from learning the
unique facial regional features, resulting in lower network
performance. Therefore, using the mid-size patch allows the
network to achieve the best accuracy.

In addition, since the network takes a set of image patches
as input, network performance may depend on the number
of patches. Table III summarizes the emotion recognition
accuracy according to the number of used patches. The results
show that it is most inaccurate to use only patches extracted
from 51 landmarks except for the jaw. Also, it is confirmed that
using the global context increases the accuracy. This is because
without the global context, the network cannot learn the entire
facial shape. On the other hand, increasing the number of
patches does not improve accuracy, as shown in the results
of using 69 patches that uses all landmarks, including the jaw,
for the patch extraction. It confirms that using the landmarks
of eyebrows, eyes, nose, and mouth is enough to represent the
facial emotional features.

D. Comparison with the State-of-the-art Methods

To evaluate the emotion recognition accuracy, we com-
pare the proposed method with three state-of-the-art methods:
DACLI[28], Ad-corre[29], and pyramid[27]. Fig. 4 shows the

performance on 7 category emotion labels in RAF and Af-
fectNet datasets. In both datasets, the proposed method has
outstanding accuracy in all emotion categories. The results of
the RAF dataset (Fig. 4a) show that disgust and fear have
lower accuracy than other emotion categories. Such results
arise from the similarity of disgust and fear images in the
RAF dataset. Nevertheless, the proposed method shows higher
accuracy than other state-of-the-art methods in disgust and
fear by achieving both 67% accuracies, because the proposed
method can effectively focus on informative facial regions. In
the AffectNet dataset (Fig. 4b), the proposed method achieves
an accuracy of 88.7% in happy, which is the highest accuracy
among the state-of-the-art methods. In addition, the results
show that the proposed method shows stable performance by
achieving more than 60% accuracy in all emotion categories.
Thus, it is confirmed that the region adaptive self-attention is
effective to distinguish facial emotion and the proposed method
outperforms other state-of-the-art methods in all datasets.

V. CONCLUSION

In this paper, we have proposed a novel facial emotion
recognition network with the region adaptive self-attention
scheme. By introducing the self-attention scheme based on
the mechanism of human visual perception, the proposed
network more effectively utilizes facial informative regions,
which is crucial in emotion recognition. The quantitative and
qualitative experimental results demonstrated that the proposed
network achieves significant improvements over the state-of-
the-art methods. We hope that this work will be applied to
performance improvement in various facial emotion-related
applications.
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