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Abstract—In this paper, a highly automatic facial expression 
recognition system without choosing characteristic blocks in 
advance is presented. The system is able to detect and locate 
human faces in image sequences acquired in real environments. 
To achieve efficient facial expression recognition, we evaluate the 
performance of three different classifiers using multi-layer 
perceptrons (MLPs), support vector machines (SVMs), and 
Adaboost algorithms (ABAs). From the experimental outcomes, 
we can observe that the average recognition rates obtained from 
both ABAs and MLPs are better than that from SVMs, but the 
training of MLPs takes quite a long time. Comparatively, ABAs 
have an advantage of facilitating the speed of convergence, which 
are chosen as the core technique to implement our strong facial 
expression classifier. Through conducting many experiments, the 
statistics of performance reveals that the accuracy rate of our 
facial expression recognition system reaches more than 90% for 
a single kind or multiple kinds of expressions appearing in an 
image sequence. 

I.  INTRODUCTION 

Robots can share the happiness with us [1]. To 
accomplish this, the interaction between humans and robots is 
critical techniques, especially for the face detection and facial 
expression recognition of an image sequence to which more 
and more researchers have been devoted [2-6]. Zhu et al. [7] 
adopted the hidden Markov model (HMM) as the 
classification scheme for facial expression recognition. The 
accuracy rate of their facial expression recognition system is 
satisfactory. However, the computation of moment invariants 
is very time-consuming, so it can not run in real time. Zhang 
and Ji [8] proposed a probabilistic framework to combine 
temporal and spatial information to recognize action units 
(AUs). Colmenarez et al. [9] presented a Bayesian 
probabilistic approach to recognizing faces and facial 
expressions. They possessed the mutual benefits in similarity 
measures between faces and facial expressions. Qin and He 
[10] took the technological advantages of both the support 
vector machine (SVM) and Gabor feature extraction for face 
recognition. The system proposed in [11] automatically 
detected frontal faces in an image sequence and classified 
them into seven classes in real time: neutral, anger, disgust, 
fear, joy, sadness, and surprise. A facial expression feature 
stream was used to train a parallel HMM structure in a similar 
fashion explained in [12], which provided a probabilistic 
model for temporal recurrent facial expression patterns.  

 To surmount the shortcomings as stated above, we 
attempt to develop an automatic facial expression recognition 
system that detects human faces and extracts facial features 
from an image sequence. This system is employed for 
recognizing six kinds of facial expressions: joy, anger, 
surprise, fear, sadness, and neutral of a computer user. In the 
expression classification procedure, we mainly compare the 
performance of different classifiers using multi-layer 
perceptions (MLPs), SVMs, and AdaBoost algorithms 
(ABAs). Through evaluating experimental results, the 
performance of ABAs is superior to that of the other two. 
According to this, we develop an AdaBoost-based multi-
classifier used in our facial expression recognition system. 

II.  FACE AND FACIAL FEATURE DETECTION 

In our system design philosophy, the skin color cue is an 
obvious characteristic to detect human faces. To begin with, 
we will execute skin color detection, then the morphological 
dilation operation, and facial feature detection. Subsequently, 
a filtering operation based on geometrical properties is 
applied to eliminate the skin color regions that do not pertain 
to human faces. 

A. Color Space Transformation 
Face detection is dependent on skin color detection 

techniques which work in one of frequently used color spaces. 
In the past, three color spaces YCbCr, HSI, and RGB have 
been extensively applied for skin color detection. Accordingly, 
we extract the common attribute from skin color regions to 
perform face detection. 

The color model of an image captured from the 
experimental camera is composed of RGB values, but it’s 
easy to be influenced by lighting. Herein, we adopt the HSI 
color space to replace the traditional RGB color space for skin 
color detection. We distinguish skin color regions from non-
skin color ones by means of lower and upper bound 
thresholds. Via many experiments of detecting human faces, 
we choose the H value between 3 and 38 as the range of skin 
colors. 

B. Connected Component Labeling 
After the processing of skin color detection, we employ 

the linear-time connected-component labeling technique 
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proposed by Suzuki et al. [13] to complete the components 
connected. The following depicts their algorithm which 
consists of three parts: the first scan, forward scan, and 
backward scan. We resort to this algorithm for two main 
benefits: (i) it is based on only sequential local operations, so 
it does not require a search algorithm to solve label 
equivalences; (ii) the connectivity is achieved by simply 
reading and writing a one-dimensional table which stores 
label equivalences during the scans.   

C. Face Region Verification 
The detailed steps of face region verification are 

described in the following: 
(i)  Component size judgment  

Our system deletes all this kind of connected components, 
if the pixel number of a connected component is smaller 
than 5,000 or greater than 50,000.                     

(ii) Aspect ratio judgment 
Since the height of a human face is mostly greater than the 
width, we utilize the aspect ratio to verify face regions; 
that is, we discard the box with the height smaller than the 
width. In the light of experiments, the height of a human 
face is usually greater than or equal to the width and 
smaller than or equal to three times of the width. These 
criteria are expressed in (1) to locate probable face regions. 

W HB B≤  and 3H WB B≤   (1) 
where BH  and BW are the height and width of a 
circumscribed box, respectively. 

(iii)Face region segmentation 
Our facial feature extraction method is mainly based on 
the normal positions of facial features. For example, the 
mouth lies in the lower half area of a face region, and the 
eyes lie in the upper half area. Therefore, we must clearly 
decide the lower boundary of a face region. The following 
prescribes the lower boundary of a face region. 

,                   if  / 1.4 
1.4 ,     if  / 1.4    

L H W
L

U W H W

F B B
F

F B B B
≤⎧

= ⎨ + ⋅ >⎩
  (2) 

where FL and FU are the lower and upper boundaries of a 
face region, individually. 

D. Pupils Detection 
We exploit the rule that the probable positions of pupils 

are approximately situated in a face region by 0.5~0.8 time of 
the height and 0.15~0.85 time of the width referring to the 
lower left corner of the face region. The tone of their eyes 
regions is comparatively dark to the skin color. Hence, we can 
adopt this characteristic to judge the positions of pupils. We 
can observe that the eyebrows are located above the pupil, 
and the hair is also above the pupil or on its left side usually. 
Therefore, we start from the lower right corner of the left half 
image to leftwards search the first white pixel in row-major 
order. Then from this pixel towards both the left and up, set 
up a square region of 10 × 10 pixels. From calculating the 
center of gravity of the white pixels in this region, the position 
of the left pupil is received; likewise, we can search out the 
position of the right pupil. 

E. Center of a Mouth Detection 
We utilize the rule that the probable position of a mouth 

lies approximately in the face image by 0.05~0.55 time of the 
height and 0.2~0.8 time of the width referring to the lower left 
corner of the face region. According to our observation and 
experiments, the color of a lip is usually darker than the skin 
color, and it has a greater red component but a smaller blue 
one. For locating the region of a mouth, we apply the H value 
to detect lip-colored areas by use of lower and upper bound 
thresholds. Through doing many experiments, we choose the 
H value between 0 and 6 as the range of lip colors. Finally, 
from calculating the center of all black pixels, the position of 
the center of the mouth is acquired.  

III.  FACIAL LANDMARKS EXTRACTION 

After detecting a face region and finding its pupils and 
center of a mouth, we will perform facial landmarks 
extraction which is the crucial step of an expression 
recognition system. In general, each facial expression 
contains plenty of distinctive features. If we distinguish facial 
expressions by extracting all the distinctive features, it will 
spend a lot of execution time. Hence, we alternatively choose 
some landmarks which could represent the changes of facial 
expressions. It then reduces much computational load to reach 
our expression recognition system in real time. First, we draw 
the proper ranges of eyes, mouth, and eyebrows related to the 
positions of pupils and center of a mouth. Next, we perform 
both the binarization and edge detection operations on the 
above ranged images and find 16 landmarks on a human face 
as shown in Fig. 1 to obtain the characteristic information of 
facial expressions.  

 

 
Fig. 1  Facial landmarks on a human face. 

A. Landmarks Extraction of Eyes 
According to our experiments, we can observe that most 

of the upper horizontal bounds of eye regions lie beyond the 
base line through the pupils by 0.2 time of the unit of length, 
the lower horizontal bounds of eye regions lie below by 0.4 
time of the unit of length, the inner vertical bounds of eye 
regions lie inwards from the central points of the two pupils 
by 0.33 time of the unit of length, and the outer vertical 
bounds of eye regions lie outwards by 0.5 time of the unit of 
length. Fig. 2 shows the proper rectangular ranges of the left 
and right eye regions. 
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Fig. 2  The rectangular ranges of eye regions. 

 
In the sequel, we have to conduct the binarization and 

Sobel edge detection processing in these ranges of eye regions. 
Because our experimental environment is often influenced by 
varied illumination; for example, day, night or power of the 
fluorescent lamp, we must alter the thresholds due to 
environmental changes, and then make our system attain 
better performance. After this, we carry out the logical 
“AND” operation on the two binary eye region images that 
are respectively derived from the binarization and edge 
detection processing.  

Our system would obtain eight landmarks on both eyes 
from the candidate landmarks, which represent part of facial 
expression features about eyes. Fig. 3(a) illustrates the range 
of searching the candidate landmarks of eyes, and some 
results of extracting the landmarks of eyes are indicated in Fig. 
3(b).  

 
(a) 

 

  
 

 
(b) 

Fig. 3  Finding the landmarks of eyes: (a) the searching range; (b) some 
locating results. 

 

B. Landmarks Extraction of Eyebrows 
It is a little difficult to extract the landmarks of eyebrows, 

because eyebrows often appear in different positions for 
distinct expressions such as anger, sadness, and joy. Hence, 
the regular position and range of an eyebrow are hard to 
define. To overcome this, we utilize the color difference of 
eyebrows and the skin. It can be observed that most of the 
upper horizontal bounds of eyebrow regions lie beyond the 
base line through the pupils by 0.75 time of the unit of length, 
the lower horizontal bounds of eyebrow regions lie beyond by 
0.13 time of the unit of length, the inner vertical bounds of 
eyebrow regions lie inwards from the central points of the two 
pupils by 0.45 time of the unit of length, and the outer vertical 

bounds of eyebrow regions lie outwards by 0.6 time of the 
unit of length. Fig. 4 shows the proper rectangular ranges of 
the left and right eyebrow regions. 

 
Fig. 4  The rectangular ranges of eyebrow regions. 

 
First of all, we must respectively accomplish the 

binarization and Sobel edge detection processing in the ranges 
of eyebrow regions, and perform the logical “AND” operation 
on the two resulting binary images. The hair usually lies in the 
periphery or the top of a face, which is prone to disturb 
eyebrow regions. Therefore, we only define one landmark on 
the inner rim and another on the center of an eyebrow.  

Our system would find four landmarks on a pair of 
eyebrows from the candidate landmarks, which symbolize 
part of facial expression features about eyebrows. Fig. 5(a) 
illustrates the range of searching the candidate landmarks of 
eyebrows, and some outcomes of extracting the landmarks of 
eyebrows are indicated in Fig. 5(b). 

 

(a) 
 

  
 

 
(b) 

Fig. 5  Finding the landmarks of eyebrows: (a) the searching range; (b) some 
locating results. 
 

C. Landmarks Extraction of a Mouth 
In accordance with our observation and experiments, the 

lip color is usually darker than the skin color, so we apply this 
characteristic to extract the landmarks of a mouth. It is also 
observed that most of the upper horizontal bounds of mouths 
lie beyond their central points by 0.35 time of the unit of 
length, the lower horizontal bounds lie below by 0.55 time of 
the unit of length, the left vertical bounds of mouths lie 
leftwards from the central points by 0.6 time of the unit of 
length, and the right vertical bounds lie rightwards by 0.6 time 
of the unit of length. Fig. 6 shows the proper rectangular 
range of a mouth region. 
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Fig. 6  The rectangular range of a mouth region. 

 
Following that, we first respectively carry out the 

binarization and Sobel edge detection processing in the range 
of a mouth. In this phase, we alter the thresholds along with 
environmental changes to make our system attain better 
results. Then the logical “AND” operation is performed on the 
two binary images to result in a refined binary edged image of 
a mouth.  

Our system would acquire four landmarks on a mouth 
from the candidate landmarks, which stand for part of facial 
expression features about the mouth. Fig. 7(a) illustrates the 
range of searching the candidate landmarks of a mouth, and 
some results of extracting the landmarks of mouths are 
indicated in Fig. 7(b).  

 
(a) 

 

   
(b) 

Fig. 7  Finding the landmarks of a mouth: (a) the searching range; (b) some 
locating results. 

IV.  FACIAL EXPRESSION RECOGNITION 

The design philosophy of classification is based on the 
difference between one kind of facial expressions and a 
neutral facial expression. From the 16 landmarks of a human 
face, we compute 16 characteristic distances which represent 
a kind of expressions. Then we subtract the 16 characteristic 
distances of a neutral facial expression from those of a certain 
kind of expressions to acquire its corresponding 16 
displacement values. After performance evaluation, we 

implement a classifier to recognize six kinds of expressions 
using AdaBoost algorithms (ABAs) rather than multi-layer 
perceptrons (MLPs) and support vector machines (SVMs) 
[14]. 

A. Feature Manipulations 
In the light of our observation, the landmarks of 

eyebrows and mouths will emerge more obvious displacement 
for the six kinds of facial expressions except the neutral. For 
example, when the people are joyful, the facial landmarks on 
the left and right corners of a mouth are raised up and drawn 
apart to both sides, while the people are angry, the facial 
landmarks on the inner rims of eyebrows are pressed inwards 
and downwards. Because the locations of facial landmarks 
affected by each kind of facial expressions are not the same, 
in order to recognize facial expressions effectively, we must 
understand the relationship between a kind of facial 
expressions and its displacement of the corresponding facial 
landmarks. Table I shows the distinguishing features of 
different facial expressions. 

 
TABLE  I 

 THE DISTINGUISHING FEATURES OF DIFFERENT FACIAL EXPRESSIONS 
Facial 

Expression 
Distinguishing Feature 

Joy 
1. The corners of a mouth are raised up. 
2. The width of a mouth becomes large. 
3. Eyes are a little diminished. 

Anger 
1. Two eyebrows are close to each other. 
2. The interval between eyebrows appears vertical lines. 
3. Eyes open widely. 

Surprise 
1. The eyebrows are raised up. 
2. The chin is fallen down. 
3. The height of a mouth becomes large. 

Fear 
1. Two eyebrows are close to each other or raised up. 
2. The width of a mouth becomes large. 
3. Eyes open widely. 

Sadness 

1. The corners of a mouth are fallen down. 
2. Two eyebrows are a little close to each other. 
3. Eyes are a little diminished. 
4. The upper lip is carried up. 

Next, with reference to the 16 landmarks on a human 
face as shown in Fig. 8, we produce 16 characteristic 
distances which are the main features used for recognizing 
facial expressions and calculated in the following way: 

1
1 2D M M= −                                       (3.1) 

2
3 4D M M= −                                       (3.2) 

( )3
1 2 32D M M M= + −                                       (3.3) 

( )4
1 2 42D M M M= + −                                       (3.4) 

5
1 3D EB EB= −                                       (3.5) 

6
2 4D EB EB= −                                       (3.6) 

7
1 lD EB P= −                                       (3.7) 
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8
2 lD EB P= −                                       (3.8) 

9
3 rD EB P= −                                       (3.9) 

10
4 rD EB P= −                                     (3.10) 

11
3 4D E E= −                                     (3.11) 

12
7 8D E E= −                                     (3.12) 

13
2 1D E M= −                                     (3.13) 

14
6 2D E M= −                                     (3.14) 

15
1 5D E E= −                                     (3.15) 

 ( )16
42l rD P P M= + −                                     (3.16) 

 
where E1, E2, …, E8 are the landmarks of eyes; EB1, EB2, …, 
EB8 are the landmarks of eyebrows; M1, M2, …, M8 are the 
landmarks of a mouth; Pl and Pr  are the positions of the left 
and right pupils, respectively. 

Pl Pr

EB2

E1

EB1 EB3

EB4

E2

E4

E3

E5

E8

E6

E7

M4

M3

M1 M2

 
Fig. 8  The 16 landmarks used to generate 16 characteristic distances on a 

human face. 
 

Because the size of faces extracted by our recognition 
system is varied, the derived characteristic distances are 
irregular. Hence, we need to normalize these characteristic 
distances that can make our recognition system more accurate. 
First of all, we take the distance d between two pupils as the 
unit of length, because it will not be changed with different 
facial expressions. All the original 16 characteristic distances 
are divided by the unit of length to obtain 16 normalized 
characteristic distances expressed as follows. 

              
i iD D d′ =                                   (4) 

where Di, i＝1, 2, …,16 are the original characteristic distances. 
And then we apply these characteristic distances to get 

the displacement values that are fed to the classifier. In a 
sequence of human face images with neutral facial 
expressions, say 10 frames, we compute a mean value which 
is saved as a reference value for each normalized 
characteristic distance, and subtract the 16 reference values 
from the 16 normalized characteristic distances in the 

subsequent frames as depicted in Eq. (5). Such 16 
displacement values act as the facial expression features 
inputted to our recognition system. 

              ,   = 11, 12, ...i i i
j j rS D D j′ ′ ′= −                       (5) 

where 'i
jD is the i-th normalized characteristic distance in the 

j-th frame and 'i
jD  is the i-th reference characteristic distance. 

B. The AdaBoost Algorithm 
The AdaBoost algorithm (ABA) was proposed in the 

literature of computational learning theory in 1996 [15]. It has 
two different versions: one is used for binary classification 
problems and the other is to deal with the problems with more 
than two classes. The ABA generates a hypothesis whose 
error on the training set is small by combining many 
hypotheses whose errors may be large (but still better than 
random guessing). Fig. 9 is the generalized version of the 
ABA for binary classification problems. 
 

Given a training sample set:  
S~ ={(x1, y1), (x2, y2), …, (xm, ym)} with ix X∈  and 

{ 1, 1}iy ∈ − + . 

Initialize the distribution: mimD i ,...,2,1,/1~ )(
1 == . 

For t = 1,2,…,T:  
(1)Train the weak classifier using the distribution 

miD i
t ,...,2,1,~ )( = . 

(2)Get the weak hypothesis }1,1{: +−→Xgt
. 

(3)Update the distribution 
miZxgyDD titit

i
t

i ,...,2,1,/))(exp(~~ )()(
1 =−= η  

where tΖ  is a normalization factor (guaranteed that  )(
1

~ i
tD +

is 

still a distribution) 

and 11 ln
2

t
t

t

ε
η

ε
−

=  with ∑
−

≠=
m

i
iti

i
tt xgyD

1

)( )]([~ε . 

End For 
Output the final hypothesis: 

1
( ) ( )

T

t t
t

G x sign g xη
=

⎛ ⎞= ⎜ ⎟
⎝ ⎠
∑ . 

Fig. 9  A generalized version of the ABA. 
 

C. The Weak Classifier 
The weak classifier is the essential part of an ABA. Each 

weak classifier produces the answer “yes” or “no” for 
particular features. The ABA is very flexible, and can be 
improved by combining a sequence of weak classifiers, each 
of whose associated conditional probabilities is determined by 
the output of the previously tuned weak classifiers. Such 
boosting and random subspace methods have been designed 
as decision trees, where they often produce an ensemble of 
classifiers, which is superior to a single classification rule. 
Herein, we adopt Classification and Regression Trees 
(CARTs) as the structure of a weak classifier tuned by the 
ABA. 

The classical CART algorithm was proposed by Breiman 
et al. in 1984 [16]. It builds a binary decision tree which splits 
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a single variable at each node for predicting continuous 
dependent variables (regression) and categorical predictor 
variables (classification). The leaves and nodes of the 
decision tree represent the results of classification and the 
prediction rules, respectively. The CART algorithm conducts 
a thorough search recursively for all variables whose values 
are categorized into two groups using a threshold to find out 
an optimal splitting rule for each node. We can regard the 
classification via a decision tree as a tree traversal process. A 
node of the CART is constructed by use of the following rules. 
Given a training sample set S~ = {(x1, y1), (x2, y2), …, (xm, ym)}, 
where each ix  belongs to an instance space nX R∈  (each 
vector with dimensionality n; xi=(xi1, xi2, …, xin)) and each 
label yi belongs to a finite label space { 1 ,1}Y ∈ − : 
Rule 1. For each feature (all dimensions), determine a 

threshold which separates the sample set �S  with a 
minimal classification error. 

Rule 2.  Select the j-th feature with the minimal error and 
build a CART node. 
(i)  Set up the branch condition: j jthresholdξ > . 
(ii)Arrange the branches that are connected with 

leaves to perform respective classification. 

And suppose that the classification error associated with 
a leaf is the probability of a sample being misclassified. We 
stop the tree traversal when encountering a misclassification. 
The whole CART is constructed by means of the following 
steps: 

Step 1.  Construct the root of a CART with the minimal error 
node. 

Step 2.   Select the leaf with the largest error. 
Step  3.   Construct a node using only those samples which are 

associated with the chosen leaf. 
Step 4.   Replace the chosen leaf by the new constructed node. 
Step  5.   Repeat Steps 2-4 until all leaves have no error or 

reach the predefined conditions. 
Fig. 10 illustrates an example of the CART where four 

nodes are constructed. 

1 1.5ξ >

2 3ξ >

4 2.2ξ >

3 0ξ >

 
Fig. 10  Illustration of a 4-split CART. 

D. Our Proposed AdaBoost-Based Multi-Classifier 
Because the ABA is primarily applied to a binary 

classifier, we further develop a bottom-up hierarchical 

classification structure for the recognition of multi-class facial 
expressions. This structure is possessed of a good property 
that we can update the models by training only new added 
data, without modifying the whole models trained earlier. Fig. 
11(a) shows an AdaBoost-based classifier M1 that recognizes 
two kinds of expressions. 

                  
(a)                                                       (b) 

Fig. 11 Illustration of classifier expansion: (a) an AdaBoost-based binary 
classifier; (b) an AdaBoost-based ternary classifier from expanding 
(a). 

 

When we add another kind of expressions, we just 
construct the node M2 by taking both the expressions “A” and 
“B” as the negative samples and the expression “C” as the 
positive sample as shown in Fig. 11(b). Hence, we can utilize 
this structure to recognize three kinds of facial expressions. 
From this example, we can see that when a new expression 
put to the structure, we just construct at most two nodes. By 
feeding the features of a facial expression to the strong 
classifier trained with the ABA, we can acquire a weight of 
the final prediction. The facial expressions will be recognized 
if this weight is positive with respect to one kind of 
expressions by the strong classifier. In our facial expression 
recognition system, there are six kinds of expressions, 
including joy, anger, surprise, fear, sadness, and neutral, to be 
classified. According to the extracted features, the 
classification of facial expressions is sometimes ambiguous. 
Therefore, the seventh leaf standing for the “Other” kind of 
expressions is required in our AdaBoost-based multi-classifier 
as shown in Fig. 12.   

 
Fig. 12  An example of a multi-classifier for discriminating seven classes. 
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V.  EXPERIMENTAL RESULTS 

The experimental results consist of three main parts: 
face detection using skin color segmentation, facial 
expression recognition using an ABA, and sequential 
composite expressions recognition using the ABA together 
with the “Majority voting” scheme. The hardware and 
software used in these experiments are listed in Table II. 

 
TABLE  II  

THE HARDWARE AND SOFTWARE USED IN THE FACIAL EXPRESSION 
RECOGNITION SYSTEM 

Hardware Software 
CPU: Pentium4 3.2GHz 
RAM: 512MB 
Camera: Logitech Quick-Cam Pro 

4000 

Tool: Borland C++ Builder 6.0 
    MATLAB 7.2 
Operating System: Microsoft 
Windows XP 

 
The place where we completed the experiments is at 

National Taiwan University of Science and Technology. The 
subjects are all the graduate students in the Image Processing 
and Pattern Recognition Laboratory. In the first of this section, 
we will illustrate our facial expression database. Then we will 
show the face detection results from captured image 
sequences. Subsequently, we will compare three different 
classifiers of recognizing facial expressions using MLPs, 
SVMs, and ABAs. Finally, we will show the sequential 
composite facial expressions recognition result from various 
image sequences. 

A. The Facial Expression Database 
Up to now, no standard database has been generally 

acknowledged by international researchers in the field of 
facial expression recognition, but there are some databases 
commonly used in experiments; for example, Database 
Japanese Female Facial Expressions (JAFFE) [17], Cohn-
Kanade Facial Expression Database [18], Ekman-Hager 
Facial Action Exemplars [19], and The CMU Pose, 
Illumination, and Expression (PIE) Database of Human Faces 
[20]. Of these databases, some have a single image frame of 
facial expressions but not continuous image sequences, and 
some have gray images but not colored images. They are not 
all suitable for testing our facial expression recognition 
system. Therefore, we set up one small-scale database of 
facial expressions by ourselves using the web camera 
“Logitech Quick-Cam Pro 4000” to take image sequences 
with the resolution of 320 × 240 pixels. 

In addition, this database employed in our system is 
different from the ordinary databases of facial expressions. 
Such databases usually store static face images one by one. In 
consequence, the facial features are extracted from only a 
single face image of their databases each time. On the 
contrary, in our system we directly extract facial features from 
an image sequence without storing image frames. This 
method could not only accelerate the speed of setting up the 
facial expression database, but save the waste of the hard disk 
space. 

At present, the facial features of ten persons (eight 
males and two females) are stored in our database, and each 
person has 1,200 materials comprising joy, anger, surprise, 
fear, sadness, and neutral, each of which contains 200 
materials. That is, there are 12,000 materials totally in our 
facial expression database. Fig. 13 shows some image 
samples of six kinds of expressions, where the faces may be 
panned from -30° to 30° and tilted from -10° to 10°. 

 

 
Fig. 13  The training image samples of six kinds of expressions. 

 

B. The Results of Face Detection 
The face detection procedure is accomplished by the 

following processes in order: skin color detection, 
morphological operation, connected component labeling, 
component size judgment, aspect ratio judgment, and proper 
face region segmentation. The course of this procedure 
probably costs 0.06 seconds. Some face detection results are 
shown in Fig. 14. 

   
Fig. 14  The results of face detection in complex backgrounds. 

 
We perform the face detection experiments in three 

image sequences of 300, 400, and 500 continuous frames, 
respectively. There are three different subjects including two 
males and one female in these sequences. The correct rates of 
face detection of these three image sequences are almost 
identical. In addition, we define the “Error rate” as the 
percentage of regarding an inhuman face as a human face, and 
the “Miss rate” is the percentage which someone's face 
appears in an image sequence but the system has not detected 
it out. Table III shows the results of face detection rates of the 
above experiments. The reason why the errors of face 
detection occur is that the light is insufficient or the colors of 
some regions are close to the skin color. Consequently, all the 
erroneous face candidates may not meet the conditions such 
as the aspect ratio and the size of the box bounding a face. 
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TABLE  III 
THE STATISTICS OF FACE DETECTION RATES 

Exp. 

The Total 
Number of 

Faces 

The Number 
of Detected 

Faces 
Correct 

Rate 
Error 
Rate 

Miss 
Rate 

I 300 295 98.33% 1.30% 0.37%

II 400 393 98.25% 1.43% 0.32%

III 500 492 98.40% 1.25% 0.35%

 

C. The Results of Facial Expression Recognition 
Our system is designed to recognize facial expressions 

on an image sequence, but actually, the recognition is 
achieved by judging a single image each time. Herein, we 
mainly compare the performance of different classifiers using 
MLPs, SVMs, and ABAs, and then conclude their pluses and 
minuses. Since all these machine learning methods are 
supervised ones, we have to acquire some samples to train the 
classifiers. During the training, we employ 10-fold cross-
validation to estimate the accuracy of different system models. 

Owing to the limited length of a piece of writing, we 
only describe our AdaBoost-based multi-classifier below. 
Because the ABA we adopt is a binary classifier, we propose 
a bottom-up hierarchical classification structure consisting of 
properly arranged ABAs for facial expression recognition. 
Such a decision tree of recognizing the six kinds of 
expressions is similar to that based on SVMs [21]. The total 
training time for the condition of 12,000 samples by means of 
16 CART splits and 300 iterations of the ABA is about 4 
minutes. The detailed experimental data are recorded in Table 
IV. And we can see that the accuracy rates of recognizing 
expressions are better and evener than those resulting from 
SVMs.  
 

TABLE  IV 
THE FACIAL EXPRESSION RECOGNITION RESULTS FROM ABAS 

Expression 
type 

Recognition result 

Neutral Joy Anger Surprise Fear Sadness Other

Neutral 1923 1 29 2 10 28 7 

Joy 21 1929 0 1 35 3 11 

Anger 7 1 1971 0 15 3 3 

Surprise 0 0 0 1995 5 0 0 

Fear 4 119 1 1 1835 15 24 

Sadness 26 8 44 0 9 1907 6 

Other 2 3 4 1 8 6 1976

 
To further show the performance of the above 

experiments, we will introduce the definition of precision and 
recall rates as depicted in Table V. It means that the most 
expressions can be classified correctly.  

 
 

TABLE  V 
DEFINITION OF PRECISION AND RECALL RATES 

Notation Definition 

Precision 
True positive

True positive  + False positive

Recall 
True positive

True positive  + False negative

True positive Result   Ground truthI

False positive Result   Ground truthI  

False negative Result   Ground truthI

 
TABLE  VI 

THE RECALL AND PRECISION RATES OF THE THREE CLASSIFIERS 

Expression Type 
MLP 

Recall Rate Precision Rate 

Neutral 96.6% 96.6% 

Joy 94.7% 94.7% 

Anger 95.9% 95.9% 

Surprise 99.7% 99.7% 

Fear 93.8% 93.8% 

Sadness 93.5% 93.5% 

Other 95.4% 95.4% 

Expression Type 
SVM 

Recall Rate Precision Rate 

Neutral 94.2% 94.2% 

Joy 91.5% 91.5% 

Anger 94.3% 94.3% 

Surprise 99.9% 99.9% 

Fear 86.1% 86.1% 

Sadness 88.2% 88.2% 

Other 91.3% 91.3% 

Expression Type 
ABA 

Recall Rate Precision Rate 

Neutral 96.2% 96.2% 

Joy 96.5% 96.5% 

Anger 98.6% 98.6% 

Surprise 99.8% 99.8% 

Fear 91.8% 91.8% 

Sadness 95.4% 95.4% 

Other 98.8% 98.8% 
 

In the calculation, 2,000 materials are viewed as the 
correct samples, and the other 10,000 materials are regarded 
as the wrong samples. Table VI records the precision and 
recall rates of the above experiments, and Table VII 
summarizes the system performance using three different 
classification techniques. By observing Tables VI and VII, we 
can find that the average recognition rates obtained from both 
the MLPs and ABAs are better than that from SVMs. 
Especially, the accuracy rates are raised for recognizing the 
expressions “Joy,” “Fear,” and “Sadness.” And we inspect 
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that all the recognition rates received from MLPs are very 
even, but the training of MLPs takes quite a long time. Except 
the accuracy rates of recognizing expressions “Neutral” and 
“Fear,” the other accuracy rates obtained from the ABAs are 
superior to those from the MLPs. 

On the other hand, we compare SVMs with ABAs, and 
the performance of the former is worse than that of the latter. 
It is due to the ABAs constituting a strong classifier 
composed of some weak classifiers which have greater 
adaptability. The goal of an SVM is to find the best 
hyperplane to group the input data into two classes. It can act 
as a weak classifier used in the ABAs. On the whole, the 
classification result obtained from the ABAs is better than 
that from the SVMs. In consequence, we choose ABAs as the 
classification method to realize our facial expression 
recognition system. 
 

TABLE  VII 
SYSTEM PERFORMANCE OF THE THREE CLASSIFIERS 

Classification 
Technique MLP SVM ABA 

Average 
Recognition Rate 95.7 % 92.2 % 96.7 % 

Average Training 
Time 25 Min 11 Min 8 Min 

 
The following tests our system on image sequences. 

Each of which just has two kinds of expressions. Table VIII 
lists the test image sequences of composite facial expressions. 
To classify multiple kinds of expressions in a single image 
sequence, we report the classification result for each process 
unit. Herein, we simply treat a single frame as a process unit 
which is classified into a kind of expressions. The 
classification result of a process unit which is parenthesized 
by parentheses stands for the change of expressions in an 
image sequence. Therefore, the process unit at such a moment 
easily makes the recognition system ambiguous. 

 
TABLE VIII 

TEST IMAGE SEQUENCES OF COMPOSITE FACIAL EXPRESSIONS 

Composite expression type Video label 

“Neutral” and “Joy”  N-J 

“Surprise” and “Anger” Sur-A 

“Anger” and “Fear” A-F  

“Neutral” and “Sadness” N-Sad 

“Surprise” and “Joy” Sur-J 

“Fear” and “Sadness” F-Sad 

 
In Table IX, the expression replied from the system, 

which is printed in a font of boldface, means a 
misclassification result. As mentioned above, except the 
failure in classifying the process unit at the moment of 
expression changes, the other failures are caused by the high 
similarity between two kinds of expressions, especially for the 
expressions “Joy” and “Fear.”  

 

TABLE  IX  
CLASSIFICATION RESULTS OF SEQUENTIAL COMPOSITE  FACIAL EXPRESSIONS 

Video label Sequential classification result 

N-J 
Neutral Neutral Neutral Neutral (Other) Joy Joy Joy 
Joy Joy 

Sur-A 
Surprise Surprise Surprise Surprise Surprise (Anger) 
Anger Anger Other Anger 

A-F  
Anger Anger Anger Anger (Other) Fear Joy Fear Fear 
Fear  

N-Sad 
Neutral Neutral Neutral Neutral Neutral (Sadness) 
Sadness Sadness Sadness Sadness  

Sur-J 
Surprise Surprise Surprise Surprise Surprise (Fear) Joy 
Joy Joy Joy Joy Joy Joy 

F-Sad 
Fear Fear Fear Fear Fear Fear (Sadness) Neutral
Sadness Sadness Sadness Sadness  

 
In this experiment, the total number of test process units 

is 65 and the number of process units correctly classified is 59. 
The correct classification rate is about 90.7%. Fig. 15 shows 
an example frame of the test image sequences, each of which 
only has two kinds of facial expressions for simplifying 
demonstration. 

 

 
Fig. 15  Demonstration of the facial expression changing from “Surprise” to 

“Anger.” 

VI.  CONCLUSIONS AND FUTURE WORKS 

In this paper, we have presented a highly automatic 
facial expression recognition system in which a face detection 
procedure is first able to detect and locate human faces in 
image sequences acquired in real environments. We need not 
label or choose characteristic blocks in advance. In the face 
detection procedure, some geometrical properties are applied 
to eliminate the skin color regions that do not belong to 
human faces. It requires no too much miscellaneous 
calculation and could accelerate the processing speeds of the 
facial expression recognition system. In the facial feature 
extraction procedure, we only perform both the binarization 
and edge detection operations on the proper ranges of eyes, 
mouth, and eyebrows to obtain the 16 landmarks of a human 
face to further produce 16 characteristic distances which 
represent a kind of expressions. It can effectively reduce the 
influence of noises originated from the other ranges and lower 
the wrong situation of extracting the landmarks to increase the 
recognition rate of the whole system.  

Proceedings of 2009 APSIPA Annual Summit and Conference, Sapporo, Japan, October 4-7, 2009



 

During the development of the facial expression 
classification procedure, we evaluate three machine learning 
methods: MLPs, SVMs, and ABAs. We combine ABAs with 
CARTs, which selects weak classifiers and integrates them 
into a strong classifier automatically. It not only takes less 
training time than the other machine learning methods do, but 
also enhances the classification capability. Thus, we can 
update training samples to handle different situations, but 
need not spend much computational cost. According to these, 
we select the ABA as the classifier of the facial expression 
recognition system. The throughput obtained is from 5 to 8 
frames per second, and the performance of the system is very 
satisfactory, whose recognition rate achieves more than 90%. 
Hence, the facial expression recognition system we proposed 
is quite closed to a real-time facial expression recognition one. 

Some future works are worth investigating to attain 
better performance. In our current feature extraction 
procedure, only color and edge cues are adopted, and we will 
focus on adding some other cues such as the texture features 
of a human face to make it more robust. In the facial 
expression classification procedure, if the number of 
expressions that should be recognized increases, the execution 
time will also increase with it. We will replace the AdaBoost-
based binary classifier by the one with the ability of 
classifying more than two classes to overcome this problem. 
Moreover, in the facial expression classification procedure, 
the crux of the matter is that people’s expression changes 
usually have continuity with the elapsed time. If we can 
consider the time information in this procedure, it will raise 
the whole reliability of the facial expression recognition 
system. In the near future, we will employ the techniques of 
hidden Markov models (HMMs) [22] or conditional random 
fields (CRFs) [23] for improving the accuracy of facial 
expression recognition. 
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