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Abstract—Text corpus size is an important issue when building ~ Development of speech recognizers for resource deficient
a language model (LM) in particular where insufficient training  Janguages using spoken utterances in a different language has
and evaluation data are available. In this paper we continue our gieady heen reported in [3] where phonemes are identified
work on creating a speech recognition system with a LM that . - .
is trained on a small amount of text in the target language. In Sev?ra' different languages and used to create Or_ aid an
In order to get better performance we use a large amount of acoustic model for the target language. Text for creating the
foreign text and a dictionary mapping between the languages. language model (LM) is on the other hand assumed to exist

A dictionary is used since we are assuming that the target in a large quantity and therefore sparseness of text is not
language is resource deficient and therefore statistical machine addressed in [3].

translation (MT) is not available. In this paper we take a step In order to create robust speech recognition system a large
forward from our previous published method by using a coupling p 9 y 9

of the speech recognition part and the translation part rather amount of text is needed. The more text used for the training
than pre-translating the foreign text. The coupling is achieved the better. It depends though on whether the text is of good
with a weighted finite state transducer (¥ F'ST) network which  quality and addresses the target domain. Assuming that only
as well makes it possible to easily switch between the output 5 small amount of text is available for the training of the

language, i.e. that the output text is in the format of the resource LM bvi v faci bl Thi h if
deficient language or in the resource rich language. Our method Wwe are obviously tacing a problem. This can happen |

outperforms the resource-deficient Icelandic speech recognition the language is resource deficient or if little or if no text is
baseline, 82.6% keyword accuracy (KA), when the system is available for a new domain in the target language. Several

trained on 1500 Icelandic sentences, both for the English output approaches have been proposed in the literature to improve
(2.6% absolute KA improvement) and for the Icelandic output  giaiistical language modeling. In [4] sentences are selected
(1.6% absolute KA improvement) where the English text corpus from a large corpus in the same language and a new LM is
consists of 63003 sentences. .
trained from the selected sentences that may be relevant for
|. INTRODUCTION the target domain. This method obviously does not apply to
State of the art speech recognition has advanced greatigource deficient languages since a large corpus is needed
for several languages [1]. Extensive databases, both acousdiselect sentences from. It might be possible to use machine
and text, have been collected in these languages in ordettramslation (MT) if a large text corpus is available in another
develop the speech recognition systems. Collection of larigmguage for the specific target domain. An approach using
databases is time and labor intensive and requires the existemogross-lingual information retrieval method to aid an LM
of relevant data resources for each of the target languages different language is addressed in [5]. News stories are
and target task domains. More than 6000 living languages @r@nslated from a resoureech language to a resouregarse
spoken in the world today [2]. Developing a speech recognititenguage using a statistical MT system trained on a sentence-
system for each of these languages seems unimaginable &igined corpus in order to improve the LM used to recognize
since one country or a region can quickly gain political ansimilar or the same story in the resourggarse language.
economical importance a quick approach to developingfAamethod described in [6] uses ideas from latent semantic
speech recognition system for resource deficient languageslysis for cross lingual modeling to develop a single low-
is important. A resource deficient language is a languadganensional representation shared by words and documents
where data is non existent or the amount of data availableinsboth languages. It uses automatic speech recognition tran-
severely limited. Resource deficiency can also apply to the risbripts and aligns each with the same or similar story in
languages for specific domains since speech recognition foargother language. Using this parallel corpus a statistical MT
specific domain is more robust if the data used for trainirgystem is trained. The MT system is then used to translate a
the models required comes from the same domain. Since d&&t in order to aid the LM used to recognize the same or
for the purpose of developing a speech recognition systemgsimilar story in the original language. LM adaptation with
sparse or non-existent for resource deficient languages, it ntagget task machine-translated text is addressed in [7] but
be possible to use data from the other resource rich languageghout speech recognition experiments. A system that uses an
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automatic speech recognition system for human' translators is

improved in [8] by using a statistical machine translation of the ~

source text. It assumes that the content of the text translated is 1 = argITnaXP (T'l0)

the same as in the target text recognized. The above mentioned = argmax P(O|T) - P(T)

systems all use statistical MT often expensive to obtain and T

unavailable for resource deficient languages since a statistical = argmaXZP(O|W) - P(W|T) - P(T)
MT system is trained on a large bilingual parallel corpus. T

In order to handle the sparseness of the resources available
we proposed a method in [9], that instead of using an ex-

pensive or unavailable statistical MT system to translate theHereP(O|W) is an acoustic probability of speech input se-
foreign text a simple dictionary was used to do the tl’anS|atiOdeence vector® given a word sequend& from the resource
In this paper we make a step forward and instead of prgeficient languageP (W |T) is the translation model, where
translating the Iarge text corpora as we did in [9] we Couple tmis a word sequence in the resource rich |anguage}aﬂd)
speech recognition process and the MT process together in @n¢ne language probability of’. For the translation model

network. In order to do the coupling we use a weighted fini{srobability P(17|T") we use the following approximation
state transducer (WFST) based speech recognition system
where the input speech is in Icelandic and the output text is PW|T) = P(W)os(W,T), )
in either Icelandic or English using a word-by-word (WBWX/vhereP(W) is a prior probability of¥, given by a resource
translation transducer. A WBW translation transducer is In .. . ' ,
other words a simple rule based MT system based ondglﬁc'(:"nt Iangugge model, am(.W’ T) takes binary 0 or L
dictionary. A coupling of a speech recognition system and.-cs depending on whether it is possible to substitdtte

i with 7" or not, which is given by a set of substitution rules of

a MT system has already been reported in [10] where theW{er or words.

input and output languages are the same, i.e. Japanese,ab .
the input speech is in a different style from the output text, Eq. (.3) demonstrates when the output language is the same
the input language.

i.e. the input speech is in a spoken style and the output texfis
in a more polite written style. A coupling of ASR (automatic

I

arg;naxmv%}x POW)-PWI|T)-P(T) (1)

speech recognition) and MT was also done in [11] butwitha 17 = argmax P(W|0)
statistical machine translation system. w
Having recognition output in a resource rich language (such = argvrélaXP(O|W) -P(W)

as English) when the input is in a resource deficient language
(such as Icelandic) can be important since if a backend
processor already exists in the resource rich language then
the same backend system can be used for creating a response

for the resource deficient language. R v the WEST hhas b o |
In this paper we investigate the effectiveness of the on-the- .ecentyt € approach has become a promising alter-
ative formulation to the traditional decoding approach [12].

fly WBW translation that does not require a preparation W offer nified framework representing vari knowled
a large translated text in beforehand as done in [9] nor dogQMers a unified framework representing various knowledge

it require a statistical machine translation system. Here waurees and producing the full search network optimized up

. . . . 10_.the HMM states. WFST representation of Eq. (1) and Eq.
also investigate the effects of having the output language i : 4
resource rich language when the input speech is in a reso:}r&are demonstrated in Eq. (4) and Eq. (5) respectively.

argmax P(O|W) - Y~ P(W|T) - P(T)
w T

l

& argmaxmax P(O|W) - P(W|T)- P(T) (3)
w T

deficient language. HoCoLoGgroTroGpr (4)
In Section Il, we explain the method we use. Section llI
explains the experimental corpora. Section IV explains the HoCoLoGgsron(TroGrgr) (5)

experimental setups. Experimental results are reported in Sec-
tion V followed by a discussion in Section VI, and Section VI ere I maps HMM states to context-dependent phortés.

. represents a transduction from context-dependent phones to
concludes this paper. : : :
context-independent phones. is a lexicon converted to a
WEST that will map context-independent phone sequences to
I[I. METHOD words. G, in general, is a WFST that represents the language
model, for example an N-gram model that maps word to N-
Our method involves a coupling of the ASR and the MGram weighted word sequenceSgr represents thes for
systems into one network where the MT system is based otha sparse text an@rr represents thé& for the rich text.
simple WBW translation. The method involves two differeni’r is a W BW translation transducer that maps words from
kinds of setups demonstrated in Eq. (1) and Eq. (3) dependihg resource deficient language to the resource rich language.
on the target output language. Eq. (1) demonstrates when Ti® composition operator (denoted by combines WFSTs
output language is different from the input language. together.
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7() iS a projection operator that copies the input ymbos BLEU evaluation of the W BW machine tranglation.
of each arc to the output symbols. Although all arcs in the :
Translation BLEU

TroGgrr network have resource deficient language word input Method T-gram [ 2-gram | 3-gram | 4-gram
and resource rich language word output, resource deficient [WBw | 047] 028] 019] 0.15)
language N-gram translated from resource rich language N-
gram can be obtained by using the projection operator on

TT’OGRT. . i .
Whether the setup explained with Eq. (4) or Eg. (5) ig' Experimental Data: Acoustic Model

selected depends on the purpose of the system and the outpft Pi-phonetically balanced (PB) Icelandic text corpus was
language required. The resource rich language output is espeed to create an acoustic training corpus. A text-to-phoneme
cially interesting since it can speed up the development oftrgnslation dictionary was created for this purpose based on

system if the backend system already exists for the resoufég] using 257 pronunciation rules. The whole set of 30
rich language. Icelandic phonemes used to create the corpus, consisting of 13

vowels and 17 consonants, are listed in IPA format in Table IIl.

TABLE Il

I1l. EXPERIMENTAL CORPORA ledlandic phon in IPA format

. \Vovel /1,1, ¢ a, v, @ u, 2, au, ou, ei, ai, ey /
A. Experimental Data: LM Consonant| 7p.p L ¢, . F, v, 8,53, &y, mm 117

The weather information domain was chosen for the experi-

ments. English was chosen as a resource rich language and Ic&ome attributes of the PB corpus are given in Table IV.
landic as a resource sparse language. For the experimentsTiie acoustic training corpus was then recorded in a clean
Jupiter corpus [13] was used. It consists of unique sentenegfironment to minimize external noise. Table V describes
gathered from actual users’ utterances. A set of 2160 sentenggse attributes of the acoustic training corpus.

were manually translated from English to Icelandic and split 25-dimensional feature vectors consisting of 12 MFCCs,
into 1500 sparse training5(") sentences and 660 evaluationheir delta, and delta energy were used to train gender
(Ewal) sentences. Table | shows some attributes of $fe independent acoustic model. Phones were represented as
and Eval corpora. A set of 63003 sentences were usef?Hs context-dependent, 3-states, left-to-right hidden markov mod-
database. A unique word list was made out of fi€ corpus els (HMM). The HMM states were clustered by a phonetic
and machine translated to Icelandic using [14] in order ¥ecision tree. The number of leaves was 1000. Each state
create an English to Icelandic dictionary. A unique list was algsf the HMMs was modeled by 16 Gaussian mixtures. No
made from theST' corpus and translated to English to creatgrosodic information was incorporated. HTK [16] version 3.2
an Icelandic to English dictionary. These two dictionaries weigas used to train the acoustic model and then converted to the

then combined to create the translation transduter,used format used by th@™ decoder (Tokyo Tech Transducer-based
in the WFST network. Names of places were identified arfbcoder) [17].

then replaced randomly with Icelandic place names for the
RT corpus. C. Evaluation Speech Corpus

A 1l-gram, 2-gram, 3-gram and 4-gram translation eval- An evaluation corpus was recorded using sentences from
uation using BLEU [21] was performed on 100 sentencdise previously explaine@val set. There were 660 sentences
created from a simple WBW translation using the previously

described dictionary. Two human translators were used to TABLE IV
provide manual translations for use as references for each some attributes of the phonetically balanced Icelandic text corpus.
of the 100 sentences. Table Il shows the BLEU evaluation | ATbUTe [ Text Corpus)
results. In the BLEU evaluat|on'the n-gram represents an n- No. sentences 590
gram match between the machine translation output and the No. words 1375
human translation reference text. The higher the n-gram the No. phones 8407
g L . PB unit biphone
more difficult it is to match the words in the reference text. No. unique PB units 916
It is a known fact that even human translators do not get full Avg. no of words / sentence 4.7
mark (1.0) using the BLEU evaluation [21]. Avg. no of phones / word 6.1
TABLE V
TABLE | Some attributes of the Icelandic acoustic training corpus.
Datasets of Icelandic text (also used to create evaluation utterances) - -
| Attribute | Acoustic Corpus]
[ Corpus Set| Sentences| Words [ Unique Words| No. male speakers 13
ST 1500 8591 805 No. female speakers 7
FEwval 660 3767 554 Time (hours) 3.8
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g%m attributes of the Icelandic evaluation speech corpus. PP fhe metﬁods can 9be found in Table IV. To be exact Method

| Attribute | Evaluation Speech Corpub TABLE IX
No. utterances 4000 Experimental conditions.
No. male speakers 10 Vocabulary base
No. female speakers 10 ST ST + RT
Time (hours) 2.0 Output English | Method 1.1| Method 1.2
Language| Icelandic | Method 2.1 | Method 2.2

TABLE VI

Keyword detection example. 1.1 output is in English using an English translation of the

[Icelandic utierance | ja ég myndi vijahitastigid [ OsIO ST vocabulary,Vsr, while Method 2.1 output is in Icelandic
Icelandic recognition| ég mun viljahitastig Oslé using the vocabulary fronST, Vsr.. Method 1.2 output
English recognition | i would like temperature Oslo S . voodi . )

is in English and use¥s;, combined with the vocabulary
from RT, Vrr. while Method 2.2 output is in Icelandic and
usesVgr, combined with an Icelandic translation of t#&l
vocabulary, Vrr,. All the language models used were tri-
gram. Weight factors were added to the language models for

TABLE VIII
Keyword group example.

Icelandic keywords| English keywords |

E:gg::g:ghhmtf“g’ Eﬂz :gmg::iﬂ[g omperatuye each method. Eq. 1 and Eq. 3 explained in Section Il are
hitastig, hiytt, temperature, warm respectively modified with the weights in Eq. 6 and Eq. 7.
heitur, heitt hot, hot ~ N N
ot osia T = argmaxmax P(O|IV) - P(W[T)™ - P(T) s (6)

T

W = argmax max PO|W) - P(W|T)>\ST ) p(T)ART @)
w

in total, divided into five sets of 220 sentences for eaghere \g; and Ay use the following relationship
speaker overlapping every 110 sentences. The final speech
evaluation corpus was stripped down to 200 sentences for each Ast + Arr = 1. (8)
speaker since several utterances were deemed unusable. Sateepolation of the language models were all run with incre-
attributes of the corpus are presented in Table VI. None wifents of the variablé. s in step size of 0.1 from 0.0 to 1.0
the speakers in the evaluation speech corpus is included in ftieall experiments. The weights were optimized using speech
acoustic training corpus described in Section 111-B. recognition evaluation. Th&val set was used and run on the

Evaluation of the speech recognition output is performe® decoder.
with keyword detection since it is difficult to obtaincarrect The following four experiments were conducted to investi-
reference file for the English output when the input is igate the effects for the size and content$@f/ RT' corpora.
Icelandic. In addition keyword detection is often used for Experiment 1 uses 15087 sentences and all 630037
applications such as the weather information system descrilsemtences. The experimental setup with the corresponding
in this paper. A keyword set was therefore created for eaghcabulary sizes can be viewed in Table X where OOK
utterance in theEwval set for both Icelandic and Englishrepresents out of keywords, i.e. the ratio of keywords which
output, in total 8693 keywords for each language. Eactannot be constructed.
keyword had the possibility of several matches since manyExperiment 2 is a subset of Experiment 1 where only
words can have the same meaning as the following examplethod 1.2 is used. The experiment has three different eval-
demonstrates, “tonight” and “this evening”. This possibilityation sets. Th&val (data set of 4000 utterances) was split
of several matches applies especially to the Icelandic keywadndo two 2000 utterances, Setl and Set2. Speech recognition
detection since Icelandic is an inflected language. was performed on the two subsets Bbal as well as the

An example sentence in Icelandic with its correspondingval set. The purpose was to find out the consistency of the
Icelandic and English speech recognition results is providedaluation set i.e. to find out if more realistic environment
in Table VII with the keywords in bold. The keyword groupsvould be needed having either Setl or Set2 as a development
used for detection in the example are provided in Table VIi$et and the other as evaluation set.
A keyword is counted if any of the keywords in a specific Experiment 3 expands Experiment 1 whef& comprises
group is detected. Therefore in the example in Table VII @f either 500, 1000 or 1500 sentences. The experiment was
does not matter itemperature or heat is detected for the performed in order to show the effects of increasing 1500

English case since the meaning is similar. sentences in théT set.
Experiment 4 uses Method 1.2 and Method 2.2 with 1500
IV. EXPERIMENTAL SETUP ST sentences and increasing the numberR#f sentences

Four different experiments were performed that involvefilom 1000 sentences to 63003 sentences. The vocabulary was
two translation methods, Method 1 for English output aniiked to be the same as explained in Table X. This experiment
Method 2 for Icelandic output. Each method had two difwas performed to find out the impact of tR4" corpus without
ferent types of vocabulary. The experimental conditions bfaving the effect of increasing vocabulary size.
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Experimental setup.
Experiment | Language| Vocabu- | Vocabu- | OOK o
nr. Output lary lary Size
Method 1.1 | English Vs, 482 | 6.4% 3
Method 1.2 | English Vsr, + 3057 | 0.6% °;ez
Vrr, 8
Method 2.1| Icelandic | Vst 805 | 3.2% 3
Method 2.2 | Icelandic | Vs, + 2996 | 2.3% &%
VR, B
E
579 .
X ys
- - Method 1.1
V. RESULTS [ i —o— Method 1.2 |
X . -o- Method 2.1
Experiment 1. Keyword Accuracy (KA) results are shown / —= Method 2.2
in Figure 1. All methods performed better for somer < 1.0 "o o1 02 03 oa g5 o8 o7 on es 1
than if only the ST corpus was used, i.e. whewyr = 1.0. st

A baseline (82.6%) is obtained when onlyT" information is _ _ . _
used for the Icelandic output, i.e. whap is 1.0 for Method ,ﬁ:gih(l)a.EXpe”mem 1+ Keyword accuracy results 8T = 1500 for each
2.1. When the vocabulary based§’ the best Icelandic output
in Method 2.1 is 83.0%. The best English output in Method
1.1 is 82.1%. When the vocabulary base is a combination of
Vsr, + Vrr, the best Icelandic output in Method 2.2 (84.2%) 8
is outperformed by the English output when the vocabulary
is Vs, + Vrp, in Method 1.2 (85.2%) which gives the best
results for all the experiments.

Experiment 2: KA results are shown in Figure 2. Con-
sistency between Setl and Set2 is considered sufficient anc g

O 83k

therefore the wholeval set is used for other experiments 3
S 825/~

instead of using either Setl or Set2 as development set anc s

855

845

@
X

Accuracy (%)

. ) . . ! -x- Set2
addition abaseline is also demonstrated in the figure. Method B0

2.1, i.e. when the output text is Icelandic and the vocabulary Ast
is Vsr,, gives 79.4, 81.7 and 83.0 for 500, 1000 and 1500
sentences respectively. Method 1.2, i.e. when the output texg\i%I uzétiﬁpgreigem 2: Keyword accuracy results for Method 1.twiifferent
English and the vocabulary i85, + Vg7, , gives 82.3, 84.4 '
and 85.2 for 500, 1000 and 1500I" sentences respectively.
The word accuracy (WA) results are similarly displayed in
Figure 4 for Method 2.1 and Method 2.2 only in additions English using a combination of th€7 and the RT
with the baseline, since an English reference file needed tgocabularies in Experiment 3 is 3.3%, 2.8% and 2.6% for 500,
evaluate the WA is not available for the Icelandic input speechpo0 and 150057" sentences respectively and therefore the
Experiment 4: The results for Method 1.2 and 2.2 witReyword accuracy difference decreases as nsfesentences
increasing set ofRT' sentences are shown in Figure 5 opare introduced into the system. When Method 1.2 and Method
timized on Asy for each experiment. The experiments have.2 are compared then the differences are 1.5%, 1.3% and
all the same vocabulary explained in Table X in order t9.0 for 500, 1000 and 15087 sentences respectively. It
investigate the impact dk7" without changing the vocabulary.is interesting to observe that the KA difference increases
Method 2.2, i.e. when the output is in Icelandic, gives 82.3%yhen Method 1.1 and Method 1.2 are compared. This is
83.6%, 83.8% and 84.2% for 1000, 4000, 10000 and 630@/bably because the output is in English and the translated
RT sentences respectively. Method 1.2, i.e. when the outputdéelandic ST vocabulary alone does not match the impact
in English gives, 82.8%, 84.2%, 84.3% and 85.2% for 1008f the combined vocabularies with increasiff’ sentences.
4000, 10000 and 630081 sentences respectively. When Methods 2.1 and 2.2 are compared, a similar trend is
observed for both KA and WA, i.e. the accuracy difference
decreases with large8T sets. The difference is 1.4%, 1.4%
The KA difference between the Icelandiaseline, when and 1.2% for KA demonstrated in Figure 3 and 1.0%, 0.7%
no foreign text is introduced and Method 1.2 when the outpahd 0.9% for WA demonstrated in Figure 4 for 500, 1000

the other as evaluation set. 2 =

Experiment 3: The results for Method 1.1, 1.2, 2.1 and 2.2, .
when ST comprises of either 500, 1000 or 1500 sentences, are — Eval (Setl + Set2)
shown in Figure 3 optimized ohgr for each experiment. In ol o Sed &

VI. DISCUSSION

54



Proceedings of 2009 APSIPA Annual Summit and Conference,

g ;{; 845
>
g 3
g I
=] = 84
o =)
Q Q
< Q
<
k=]
5 T 835
= (=)
5 2
Q
X o - V]
e -a- Baseline X 8
Lot -o- Method 1.1
80798 = ot —e— Method 1.2 |- s
204”07 -a- Method 2.1 '
o = Method 2.2 —o— Method 1.2
, ‘ I —— Method 2.2
1500 T T

500 1000

ST sentences

Sapporo, Japan, Ogtaber 4-7, 2009

85

82
0

3

4

RT sentences

5 6
x 10

Fig. 3. Experiment 3: Keyword accuracy results for increasiag of ST

sentences optimized ohgy for each method. Fig. 5. Experiment 4: Keyword accuracy results for increasiag of RT

sentences optimized oks for each method.

67.5

larger RT set improves the recognition accuracy.

The English output always outperforms the Icelandic output
for the experiments performed. Manual result analysis has
shown that this is mainly because of the translation model.
In theory the difference between the keyword accuracy for
either language should be the same or very close to each other
since they are using the same translation model but the real
case is that several translations in the translation model used
made the difference larger. These several translations had for
example one English word translated into a group of words
in Icelandic such as "today" into "i dag". When an Icelandic
utterance that included "i dag" was recognized, the "i" was
sometimes lacking in the output which makes that keyword
detection unclear for the Icelandic case. The main point is that
Fig. 4. Experiment 3: Word accuracy results for increasing 68tiosentences the method used with thd” B translation transducer inside
optimized onAgr for each method. the WFST network optimized on somg for either Icelandic
or English output outperforms the Icelandicseline.

e
o
@

Word Accuracy (%)

3
i

o
13
@

a ’/’ -a- Baseline
63*2’]\" -o- Method 2.1 |-
o —=— Method 2.2

62.5 L !
500 1000 1500

ST sentences

and 1500ST sentences respectively. This reducing trend is VII. ConcLusioN

more clearly observable when Method 2.2 is compared to theThe results shown in this paper indicate that improvement
baseline for either KA or WA where the difference for KA is can be obtained with the proposed models overbtheline
3.3%, 2.8% and 2.6% and the difference for WA is 1.6%, 1.2%sing only a simpléd¥ BW translation transducer easily ob-
and 1.0% for 500, 1000 and 153" sentences respectively.tainable for resource deficient languages through dictionaries.
Figure 4 also demonstrates thescline WA. When it is This especially applies when developing a prototype system
compared against the best Icelandic output in Method 2.2 tivbere the amount of target domain sentences is very limited.
WA difference is 1.6%, 1.2% and 1.0% for 500, 1000 and 150the English output is especially important since if a system
ST sentences respectively. The advantage of usingRlie has already been developed for English then the same backend
corpus has almost all vanished using 150D sentences for system can be used. In addition to this point 1.0% and 2.6%
Method 2.1 when only th&T vocabulary is used comparedabsolute keyword detection improvements were observed for
to thebaseline. English output over the best performed Icelandic output and
Experiment 4 shows that as moFI" sentences are intro-the baseline respectively when Icelandi®T comprises of
duced to the system the better the results for either Methd800 sentences and the EngliBi’ corpus comprises of 63003
1.2 (English output) or Method 2.2 (Icelandic output). Botsentences. Also note that 63003 sentences is indeed not very
methods had fixed vocabulary for the experiment in order krge.
investigate if the improvement was mainly through a larger Even though English and Icelandic are quite different lan-
vocabulary or not. The experiment clearly supports that guages the structure of the grammar is somewhat similar which
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makes 1t possible to get such improvement wit 3] Schultz, T., Waibel, A., “Language Independent and Language Adaptive

translation transducer. It is our belief that other more closely Acoustic Modeling for Speech RecognitionSpeech Communication,

. . Vol 35, Issue 1-2, pp 31-51, August 2001.
related |anguages could get better Improvements with t[l? Klakow, D., “Selecting articles from the language model training cor-

described method. Confirming the effectiveness of the WBW  pus", Proc. ICASSP, vol. 3, pp. 1695-1698, 2000.

translation method for other language pairs is left as futufd Khudanpur, S. and Kim, W., “Using Cross-Language Cues for Story-

. . Specific Language ModelingProc. ICSLP, Denver, CO, vol. 1, pp.
work as well as applying the WBW translation methods to 5f3_516 20(?2. 9 9 PP

a larger domain, for example broadcast news. Future wgek Kim, W. and Khudanpur, S., “Cross-Lingual Latent Semantic Analysis

also involves an investigation of other maximum a posteriori for Language Modeling”Proc. ICASSP, Montreal, Canada, vol. 1, pp.
daptati thods such as the unsupervised language m eI257'260’ 2004,

adapta !On me _u : unsupervi guag 9‘}1 Nakajima, H., Yamamoto, H., Watanabe, T., “Language Model Adap-

adaptation by Bacchiani and Roark [18] and methods like tation with Additional Text Generated by Machine TranslatioRPoc.

the ones described by Sarikaya et al in [19], Sethy et al iy COLING, vol. 2, pp. 716-722, 2002. _

20 d Klak in 141 that lect | t bset f r[rgli] Paulik, M., Stuker S., Fugen C., Schultz T., Schaaf T. and Waibel A.,

[20] an akow in [4] that selects a re evant SuUbset IT0M"  «gpeech Translation Enhanced Automatic Speech RecognitRru.

a large text collection such as the World Wide Web to aid ASRU, San Juan, Puerto Rico, 2005.
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