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Abstract—In this work, an efficient refinement scheme is Il. REVIEW OF GMM-BASED CLASSIFICATION
proposed for interval calculation of GMM-based classification. . . . - .
The proposed refinement scheme reduces the circuit area and ac- !N this section, Bayesian decision rule and a pattern classi-
celerates the throughput from the original. The proposed scheme fication procedure using GMM are reviewed.
consists of scaling for the exponential part and shifting of pre-
calculated values of the fractional part. As a result, the refinement A. Bayesian decision rule

rocess can be constructed with a multiplierless architecture. An . .
gxperimental implementation on FPGA ghows that the proposed Bayesmn decision rule uses Bayes theorem(3]. Bayes theo-
method reduces the circuit area under 52.2% and accelerates the €M iS expressed as

throughput over 117.6% from the architecture with the original
interval refinement process. P(Clx) = P(C)p(x\C)’ 1)
p(x)
where(C' is aclass andx is a feature vectorP(C|x), P(C)
|. INTRODUCTION and p(x|C) are a posterior probability, prior probability and

likelihood function, respectively.

Gaussian mixture model(GMM)-based classification, a Bayesian decision rule tells us that the optimum selection
method of pattern recognition, is widely accepted in manyg given by
applications such as medical science, accident prevention,
monitoring. systems and so on. As an advanced moni.toringif‘ max  {P(Ci|x)} = P(Cplx) = x € class n, (2)
system, wireless sensor networks are expected[1]. A wireless” i=0,--- ,N—1
sensor network is constructed with many sensor nodes that
consist of sensor, wireless communication module, and batté#ere N is the number of classes. From Eg. (1), Eq.(2) can
It is also possible to mount a camera as a sensor on a serfewritten as
node.

Such sensor nodes must have low power consumption if _ max —{P(Ci)p(x|Ci)} = P(Cr)p(x|Cy)
because they are assumed to be driven by battery. Sensor nodes t
with camera is prone to waste high power when the sensor = x € class n. 3)
'T’gdreesdljrcaenfrlgttrtgr?sr?]?iigﬁ :o:c/l\j;:or;)aifenr;ercl(;rssoi;irlzrti;r?dﬁ%te thatp(x) can pe omitted because the posterior probability

: ; PR ) sp(x) in denominator as a common factor.

be suitably used. With some classification technigue, sensor
nodes are required to send only a few significant data. B. Gaussian mixture model (GMM)

From these backgrounds, we proposed an interval calcugym is a linear combination of Gaussian distributions.

lation technique for GMM-based classification as a previoyg\v has more flexibility than Gaussian distribution and can
work[2]. The method consists of an initial decision Prozttord to represent multi-modality.

cess, refinement process and termination. The initial decisior]:Or a given feature vectors, Gaussian distribution
process makes decision with quite simple operations. T (x|p1, %) is defined by

refinement process improves the precision of the interval when™ "’

the initial decision process fails to classify the data. Th o 1 Tx—1

original refinement process is realized with look-up table@“sz) Cen®zP eXp{Q(XH) = (xu)}’
and multipliers. However, there is a possibility that the cost 4)
of refinement process becomes larger than other approaciegreD is thenumber of variables, is a D x 1 mean vector,

such as Chebychev approximation or CORDIC when mamaynd X is a D x D covariance matrix.

refinement steps are required. From Eq. (4), GMMM (x|®) is defined by

This work proposes a novel refinement process to reduce N—1
the calculation cost and shows the significance of reducing M(x|®) = Z N (X o, E), (5)
the circuit size and accelerating the throughput on FPGA. =0
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where N is the number of distributionsg,, is the mixture One of the advantages in the forms2of(integer) js g famil-
ratio of the n-th distributiorid © is a set of parametersiarity with digital logic circuits. In a fixed-point implementa-
{Hao, -+ ,an—_1}, {pos - s un—1}, {20, ,Sn_1}}. The tion, 2~ (integer) js achieved by a right bit shift operation. In a
mixture ratios{«,, } require the conditiongfgo1 a, = 1 and floating-point implementation, it is achieved by a subtraction
0<a, <1 of the exponential part.

From these facts, the upper and lower boundary of the
interval are respectively obtained by
GMM-based classification is realized by using GMM

C. Decision rule for GMM-based classification

M(x|@®) as the probability density functio®(x|C;) in the upper () _ Ni:lK o= L2k (%) log, €] (12)
Bayesian decision rule. From Eq. (3), the decision rule for the I N o o ’
GMM-based classification is given by -
N—-1
lower — | 2k,n (%) logy €| —
if _ max  {P(COM(x|®:)} = P(C,)M(x]©,) g 00) = D Kpa2 el (13)
=0, N—= n=0

= x €class n.  (6) The decision rule in the initial decision process becomes

IIl. REVIEW OF INTERVAL CALCULATION FOR

. lower upper .
—9; >0 lli = xeclass k,
GMM-BASED CLASSIFICATION if {9 (%) =g ()} for all'i x & oass

(14)

Our proposed interval calculation for GMM-based classwherek,i =0,1,--- , N — 1.
fication is an algorithm that reduces the computational costlt, however, may happen that all gf***(x) are lower than
by adaptively control the computational accuracy without™™** (x) for i # k . We refer to this situation as undecision
violating the decision rule. GMM-based classification has higind the refinement process is required for making decision.
computational cost arithmetics in the calculation of Maha-
lanobis distance and exponential function. The interval calcB: Refinement process
lation scheme is effective for reducing the cost of exponential ' . :
function. The re'fmement process uses the fractional part in the

The interval calculation consists of an initial decisionexpont_antlal p_art to make the interval narrower. The fractional
refinement and termination process. In this section the initi'g"l’"w is obtained by
decision and refinement are reviewed. B = zpn(x)10gy € — | 21n(x) logy €. (15)

A. Initial decision process Operation of2~# cannot be realized by simple bit shift or

The initial decision process uses powers of two instead efibtraction of the exponential part. In the original refinement

exponential. process, some multipliers and look-up tables are used.
For the sake of convenience, let When 3 is represented irL-bits, 27 is approximated by
N-1 L L
P(C)M(x|®) = ) Ky exp{~za(x)}, @ 270 =g N 27 = T[T, (26)
n=0 =1 =1

where K, andz,(x) are where theg, is the i-th bit of 3 and 8, € {0,1}. T[l] is a

i - POan (g constant computed by[l] = 2-2".
" (2m) % |gn|% ’ The interval boundarieg, ™" (x) andg}°"" (x) are refined
with the following update operations:
_ 1 Ty—1
Zn(x) - i(x - /I’fb) z]n (X - /I"n)v (9) gll:,]}per(x) _ gzzp_e{ (X) . T[]]ﬁ]7 (17)

respectiely, [4]. Note thatk,, andz,(x) are nonnegative. . 1 .
The interval calculation scheme uses the fact that the Iy (%) = g,y (x) - T[T, (18)

exponential function can be rewritten as . _ wbper
wherej is the number of updateg,= 1,2, - L, g7 (x) =

' Ik,0
eXp{—Zn,(X)} _ 27277,()() log, e’ (10) gllclpper(x> and g}c%ver (X) _ g}:wer(x)_

. . The decision rule in the refinement process is given b
wheree is the Napier's constant (2.718). Consequently, Eq. P 9 y

(10) leads an inequation if {g}sxjyer(x) _ gf’?per(x)} >0, foralli, i #k
2~ LEn()logze] =1 < g=zn(x)logz e < 9= lzn(x)logze] =~ (17) =x €class k, (19)
where|z] is the integer less than or equal o wherek,i=0,1,--- ,N — 1.
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IV. MULTIPLIERLESS REFINEMENT SCHEME

The main issue of the interval calculation is the cost of .1,0]],0 2 .10000,
. . -
the refinement process. The refinement process reqiNres [0 Cut off

multiplication when N-times refinements are executed. It . _
remains possible that the cost of interval calculation beconfdg 1. Relation between the true value (left-hand side) and round-down value

. . . W ht-hand side). Round-down value becomes 0.5.
higher than the conventional exponent calculation when mal )9
refinement steps are required.

In this section, a fast refinement scheme is proposed. The

scheme can reduc& multiplications and refinement steps by
using newly introduced look-up tables. =2 Cutoff

] ) Fig. 2. Relation between the true value (left-hand side) and round-up value
A. Calculation of shift amount (right-hand side). Round-up value becomes 0.75.

TOI0F Y < A%

The factorK2—*()10g2¢ can be rewritten as

—z(x)1 _ ol K o—z(x)1 _o—{—logy, K+2z(x) 1 i . A
K272 logy e _glogy K 9—2(x)log; € — 9—{—log; K+2(x)logz e} C. Refinement process with shift amount

(20) .
and we can define an shift amount,, by The_shlft gmount and the table f.rorn Sec. IV-A and IV-B
’ make it possible to reduce the multipliers.
Qe.n(x) = | —logy Ky n + 2.0 (x) log, €] (21) With Egs.(24) and (26), the refined interval operation is
realized by
If logy Kk > 2kn(x)logye, the shift amountgy ., (x) N-1
become greater than 1. It means that left bit-shift is required 9,7 (x) = Z h};i? “(x), (27)
in the fixed-point implementation as well as right bit shift. It n=0
makes the fixed-point implementation complex. To avoid the N_1
left bit shift, let us normalizeds}, ,, as gllcower(x) = Z h}gzer(x), (28)
K = Kin/max{Kyn}. (22) "
where
Note thatlog, K ,, is not positive becaus&’y. ,, is less than upper
or equal to 1. Equation (22) is based on the fact that Eq. (6) by~ (%) = 8(Bkn) > qrn (%), (29)
can be rewritten as and
—L
‘ P(CHM(x]©;) P(C)M(x|©,) lower [y _ J 5(0)> (qrn(x)+1) (Ben=1-271)
N { U =7 P00 =1 (B2 7) S qn(x) (otherwise) )

=x € class n, (23) Note that there is no multiplier in Egs. (29) and (30).
Equation (30) is based on the following inequation:

L o0 L
S5 <3 < (zﬁl) Lt @
=1 =1 =1

whereU is a positive value.
From Eq. (22), the shift amourm, ,,(x) is rewritten as

Qkn(x) = | —logy Kk.n + 2k.n(x)logs e]. (24)
Equation (24) can be realized only by some right bit shifts fyhere thel-th bit of 3 is expressed by, >, 3, is the L-bit
the fixed-point implementation. round-down ofg and}",~, 3 is the true value of. Figures 1

and 2 show some examples fbr= 2 and true valué).6875.

B. Look-up table for multiplierless interval calculation - . .
D. Decision rule in the proposed refinement scheme

The look-up table of our proposed multiplierless scheme is .. L

. _ The decision rule is given by
different from the original one.

In the multiplierless scheme, the fractional pgrtof the if {g°V(x) — giPP"(x)} > 0 for all i

exponential part is given by = x € class k (32)
B = —logy K +z(x)logy e — | —logy K +z(x)logy €], (25) wherek,i =0,1,---,N — 1.

and a functions(p) is defined as V. PERFORMANCE EVALUATION ONFPGA

s(3) =277, (26) In this section, in order to verify the significance of the
novel refinement scheme, let us evaluate the circuit size of
In the multiplierless scheme, functiof(() is realized by GMM-based classifier with the interval calculation in FPGA
look-up table . is evaluated.
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‘ ‘ : & RESULTS OF LOGIC SYNTHESIS FOR2-BIT IMPLEMENTATION
Initial interval = SUMmM- —~Decision| ¢

" calculation ation FFs LUTs Max clock period
(MHz)

""""""""" ‘ Prop.1-bit | 2690(42.2%) 2423(40.9%)  180.343(117.6%
Prop.2-bit | 3038(47.6%) 2778(46.9%)  180.343(117.6%

""""""""""""""" g Refine- b
\ : e Prop.3-bit | 3274(51.3%) 3031(51.1%)  180.343(117.6%
Initial interval P Summ- 1 Prop.4-bit 3302(51.8%) 3095(52.2%)  180.343(117.6%
R ealcalston ation Orig. refine. 6380 5928 153.374
. |Memory
Class 1 (two-mixture-Gaussian) TABLE Il
Fig. 3. Original interval calculation classifier RESULTS OF LOGIC SYNTHESIS FOR4-BIT IMPLEMENTATION
Max clock period
P e ‘ FFs LUTs (MHz)
o B Prop.1-bit | 4385(22.2%) 4043(21.0%) 178.253(171.84%)
2(x) i M Prop.2-bit | 5078(25.7%) 4720(24.5%)  178.253(171.84%)
interval Calc. \ Prop.3-bit | 5547(28.0%) 5188(27.0%) 178.253(171.84%)
,,,,,,,,,,,,,,, Prop. 4-bit 5615(28.39%) 5320(27.7%) 178.253(171.84%)
VVVVV Class 0 (two-mixture-Gaussian)  |Decision~¢c Orig. refine. 19779 19232 103.734
\ \ /
:L Multiplierless [~ Summ- TABLE Il
z(x) interval Calc. |1 ation RESULTS OF THROUGHPUT AND CLOCK LATENCY FOR82-BIT
IMPLEMENTATION
Class 1 (two-mixture-Gaussian) Throughput10%)  Latency

Prop.1-bit | 180.343(117.6+%) 12
Prop.2-bit | 180.343(117.6+%) 12
Prop.3-bit | 180.343(117.6+%) 12
Prop.4-bit | 180.343(117.6+%) 12

Fig. 4. Proposed interval calculation classifier

. . Orig. refine. 153.374- 9+
A. Implementation condition
In the followings, we summarize the design condition for a TABLE IV
GMM-b dcl ifi ith the int | lculati RESULTS OF THROUGHPUT AND CLOCK LATENCY FOF64-BIT
-based classifier wi e interval calculation IMPLEMENTATION
o Target FPGA: Xilinx XC3SD3400 Throughput(x10%)  Latency
; - Xili Prop.1-bit | 178.253(171.84+%) 13
. De\{elt_)pmenF environment: Xilinx ISE 10.1 Prop 2.bit | 178.253(171.84+%) 13
« Optimization: speed o . Prop.3-bit | 178.253(171.84+%) 13
« Data type: 32-bit and 64-bit fixed-point Prop.4-bit | 178.253(171.84+%) 13
« The number of classes: 2 Orig. refine. 103.734- 11+

o The number of distributions: 2

« Embedded RAMs and multipliers are not used

The original refinement scheme was estimated by adding VI. CONCLUSION
four multipliers to the initial decision process. The multipliers In this Work, an efficient refinement scheme was proposed
were generated by Xilinx Core Generator and they wefgr interval calculation of GMM-based classification. The
configured as parallel architecture. proposed scheme consists of scaling for the exponential part

Figures 3 and 4 show the block diagrams of the circuits #nhd shifting of pre-calculated values of the fractional part. As a
this evaluation, where the hatched blocks denote the targetddult, the refinement process could be made by multiplierless

this evaluation. architecture. By the experimental implementation on FPGA,
) it was confirmed that the proposed method reduced the circuit
B. synthesis report area under 52.2% and accelerated the throughput over 117.6%.

Tables I-1V show the synthesis results of the number of flig=uture task is implementation for classification applications.
flops, look-up tables (as elements of FPGA), max clock period,
throughput, and clock latency. The values in parentheses show

the ratio of the improvement from the proposed scheme to th& Ministry of internal affairs and communications'White Paper on
iginal h bols th bl d telecommunications 2006”0 p. 202006.
original scheme. Symbols that or — on Table Il and IV http://www.johotsusintokei.soumu.go.jp/whitepaper/ja/h18/pdf/index.html

mean uncertainty of the estimated values because the origi@RlShogo Muramatsu and Hidenori Watanabe, “FAST ALGORITHM FOR
refinement process is adaptive scheme, and the value shows tthM'BASED PATTERN CLASSIFIER," Proceedings of the IEEE

. . nternational Conference on Acoustics, Speech and Signal Process-
best case where only a few refinement processes are requiredhgcassp2009), pp.633-636, Taipei, April 2009.

in the interval calculation. [3] Christopher M. Bishop,Pattern Recognition and Machine Learning
From these results, it was confirmed that the muItipIierIegshzﬁe Springer, 2006.

. . . Minghua Shi, A. Bermak, S. Chandrasekaran, and A. Amira, “An efficient
refinement scheme for the interval calculation can reduce FPGA implementation of Gaussian mixture models-based classifier using

circuit area under 52.2% and can accelerate the throughputdistributed arithmetic,” inEEE Proceedings of International Conference
over 117.6%. on Electronics, Circuits and Systems '(#.1276-1279, Dec. 2006.
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