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Abstract—This paper presents an efficient FIR filtering method
using frequency domain approximate processing and time do-
main compensation. Most of basic operations in signal/image
processing are based on FIR filtering, i.e., discrete convolution.
Fast Fourier Transform (FFT) can be used to implement discrete
convolution in frequency domain in order to reduce compu-
tational complexity, for certain signal and impulse response
durations. However FFT often needs zeros to be added to signals,
since it is designed for the signals whose duration is power of
two. Therefore the operation sometimes contains many redundant
calculations. This paper presents a computationally efficient
filtering method using modified frequency domain processing and
compensation in time domain which can improve efficiency in
convolution operation. Its effectiveness is verified through some
computer simulation and DSP implementation.

I. INTRODUCTION

Finite Impulse Response (FIR) filter is one of the very
fundamental operators in digital signal processing [1]. It is
well-known that the output of the filter is given by the discrete
convolution of the input signal and the impulse response, and it
can also be derived by cyclic convolution in frequency domain
via Discrete Fourier Transform (DFT) and Inverse DFT. The
cyclic convolution can be more efficiently computed if we
use Fast Fourier Transform (FFT) instead of DFT, when the
input signal and impulse response durations are given as ��

where � is some natural number. Note that zeros are added
if the durations are not equal to ��, those zeros are of course
redundant but still more efficient than DFT operation.

Overlap-Save method [2] is a way to avoid such redundant
zero addition. This method divides the input signal into the
blocks of a finite duration, while each block is overlapped
for some samples with neighboring blocks, and calculates the
filter output using FFT. The cost for this method is often
superior to that for cyclic convolution and direct discrete
convolution, however it still contains redundant computations
to be improved.

Note that the input signal is often divided into the blocks
whose duration is �� in signal processing applications, and the
filter output is often slightly longer than �� due to the impulse
response duration. We have to add many redundant zeros for
such case, almost a half at most, since FFT size should be
���� not to make any error in frequency domain processing.

This paper presents a computationally efficient filtering
method using modified frequency domain processing and
compensation in time domain which can improve efficiency in
convolution operation. The proposed approach is called Hybrid

Filtering since it employs the operations both in frequency
domain (approximate filtering with error) and time domain
(compensation). We employ approximate cyclic convolution
whose FFT size is ��, instead of exact computation with the
FFT size ����. After that we compensate the error arising in
�� FFT operation. The effectiveness of the proposed method
is verified through some computer simulation and DSP imple-
mentation, and we specify the range of the number of inputs
and the filter length where the proposed method becomes
superior than the conventional methods.

II. PRELIMINARIES

A. Convolution Operation

Consider a general discrete convolution problem in time
domain. The discrete convolution of the input ���� and the
impulse response of FIR filter ���� is given by

���� � � � ���� �

��
����

�������� �� (1)

The discrete convolution can also be computed by the multi-
plication in frequency domain via DFT/IDFT operation. The
output � in (1) is also obtained by so-called cyclic convolution,
i.e.,

� � IDFT��� �� (2)

where

� � DFT�� �	 (3)

� � DFT���� (4)

Note that the duration 
 of the output � becomes 
 �
� � � � �, where the duration of the input � and that of
the impulse response � are � and �, respectively. All the
DFT/IDFT operations in (1)-(3) are processed as 
 -point
DFT/IDFT. In case 	
��� is an integer, i.e., � is represented
by �� with some integer , FFT/IFFT can replace DFT/IDFT
operations. Generally zeros are added in order that the duration
of the target sequence becomes �� with some integer . This
approach is summarized as the following 3 steps.

B. Overlap-Save method [2]

Overlap-Save method is briefly reviewed. This method
divide input signal into the blocks of a finite duration, and
calculate the filter output using FFT.
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First the input ��� is divided into the blocks of which
duration is 
 � ��, each block is overlapped for �� � ��
samples with neighboring blocks. Here 
 denotes the size of
FFT, and the value of 
 should be about four times of � [2].
Then the filter output is calculated by the following 3 steps.
Step1
Cyclic convolution is applied to each block. Zeros are added
to the impulse response � so that its duration becomes 
 , in
advance of cyclic convolution. Let the obtained sequence from
�-th block ���.
Step2
The first ����� samples are ignored due to the edge effect of
cyclic convolution. Finally the filter output ���� is obtained
as follows [2].

���� �

��
���

����� ��� � �� �� � �� �� (5)

where

����� �

�
������	 �� � �� �	 �	 � � � 	� � ��
�	 otherwise

(6)

III. PROPOSED METHOD

The proposed hybrid filtering method is developed in this
section. The proposed method first employs short-FFT/IFFT
(number of FFT/IFFT samples is shorter than output) and
therefore the result has some error. After this intentional op-
eration, the error is compensated by time-domain processing.

A. Cyclic Convolution and Its Characteristics

Consider the system whose impulse response is given by
� (duration �). For the input � (duration �), the output �
(duration 
 � �����) is given by the discrete convolution
of � and �, i.e.,

���� �
�




����
���

����
���

�������
����
���

�
��������
� (7)

where �� � ���
��

� is a twiddle factor. Here the sum of
twiddle factors becomes

����
���

�
��������
� �

�

	  � ��� � �	 

�	  � ��� �� �	 


(8)

then (7) can be decomposed as

���� � ����� � �����	 (9)

����� �
	���
���

������� � (10)

����� �

	���
���

�����
 ��� � (11)

using two terms ����� and �����. Considering the domain
where ����� and ����� have non-zero values, they can be

reduced to

�����

�

�����������
����������

��
���

��������	 ����	 �	 � � � 	 ����

��
����
��

��������	 ����	���	 � � � 	����

	���
����
��

��������	 ����	���	 � � � 	������

(12)

����� �

	���
������
��

�����
 ��� �	

�� � �	 �	 � � � 	� � �� ��
� (13)

Here ������
 becomes greater than or equal to zero when
we choose the appropriate value of the FFT size 
 , therefore
we have ����� � � and thus the result of convolution depends
only on �����. The result ������ when using the appropriate
FFT size can be written as

������ � ���� ��� � ���� ���

�

�����������
����������

��
���

��������	 ����	 �	 � � � 	 ����

��
����
��

��������	 ����	���	 � � � 	����

	���
����
��

��������	 ����	���	 � � � 	������

(14)

Note that ����� is larger than 
 , hence ����� is truncated
by � � � � 
 , it leads the fact that ����� becomes non-zero.
Substituting � � ��
 to (13), we have

����� �

	���
����
��

������� �	

�� � 
	
 � �	 � � � 	� � �� �� (15)

This is equivalent to (14) for 
 � � � � � �� �. Therefore
it holds that the sequence � �����	 �
 � � � � � �� �� can
be derived from ����	 �� � � � � � ��
�.

B. Proposed Computation Procedure

The computation procedure of the proposed method is
described. Let denote the input � (duration � � ��, zero is
added if shorter than ��), the impulse response � (duration �),
and FFT size 
 � �. The result of cyclic convolution with
FFT size 
 � � is given by ���� which contains error, the
result of time-domain convolution for compensation is � ����,
and the final result is given by � ����� Here the time-domain
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convolution is given as

����� �

	���
���

��������	 �� � �	 �	 ���	������

(16)

Step1
First, the input � and the impulse response � are FFT-

transformed with FFT size 
 � �.

� �� � FFT������ (17)

��� � FFT������ (18)

Then ���� is given by a cyclic convolution:

���� � IFFT�� ������ (19)

Here the duration of the output � becomes �, that is shorter
than the expected duration �� ��� ��. That means the first
�� � �� samples contain error to be compensated. Therefore
the true (without error) sequences is restricted to

������ � ����	

�� � � � �� ��
	� � ��
	 � � � 	 
 � ��

(20)

Step2
The first and last ��� samples are directly computed. as

follows.

������

�

�
�����	 �� � �	 �	 � � � 	��


� �
 � ��
�����	 �� � ��


� 	��

� � �	 � � � 	������

(21)

Step3
By using the results of Step 1 and 2, the still-remaining

error is compensated.

������

�

�
����������
�	 �� � 


� 	


� � �	 � � � 	 �� ��

����
�������
�	 �� � �	� � �	 � � � 	� � 

� �

(22)

Then the whole � �� can be obtained from (16), (20) and (22).
This procedure is also depicted as Fig. 1.

IV. SIMULATION

Figure 2 shows the number of additions and that of mul-
tiplications for the case of the number of inputs �=512 and
various filter length �. We see from Fig. 2 that the proposed
method is effective for some values of � in this case. More
detail will be discussed via DSP implementation in the next
section.

Fig. 1. Overview of the proposed method.

1000

10000

100000

1e+006

10 20 30 40 50 60 70 80 90 100
N

u
m

b
e
r 

o
f 
A

d
d
it
io

n
Filter Length

time domain
Circular Convolution

Overlap-Save
Proposed Method

(a) number of additions

10000

100000

1e+006

10 20 30 40 50 60 70 80 90 100

N
u
m

b
e
r 

o
f 
M

u
lt
ip

lic
a
ti
o
n

Filter Length

time domain
Circular Convolution

Overlap-Save
Proposed Method

(b) number of multiplications

Fig. 2. Comparison of the number of additions/multiplications

V. EXPERIMENTS

The proposed algorithm is also evaluated through DSP
implementation on the board TMS320C6713 by Texas In-
struments. Its major specifications are; 32-bit floating-point
processing DSP, clock 225MHz, and 2 Multiply and ACcu-
muration (MAC) operators.

The proposed method is implemented on the above DSP
and its processing speed (CPU cycles) is evaluated for each
process. Table I shows the processing speed of the proposed
and that of the conventional cyclic convolution methods when
the number of inputs �=256 and the filter length � � .
Table I shows that the proposed method will be effective for
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TABLE I
COMPARISON OF CPU CYCLES (NUMBER OF INPUTS� � ���, FILTER

LENGTH � � ��, SIZE OF FFT� � �）

Cyclic convolution Proposed method
FFT (size �� ) 260,020 FFT (size � ) 115,734
IFFT (size �� ) 93,692 IFFT (size � ) 41,824

short filtering 20,876
compensation 12,036

whole processing 398,388 whole processing 202,056

this case, i.e., � is smaller than �.
Also the DSP processing speed is evaluated for the proposed

method, direct computation (general convolution in time do-
main), cyclic convolution and Overlap-Save method [2] when
the number of inputs � is 256 and 1024. Figure 3 shows the
results for the case of (a) � � ��� and (b) � � ����. We see
that the proposed method is superior for some range of � and
�, and the overall behavior is almost the same with the result
of computer simulation discussed in the previous section.

We tested those methods for various values of � and �, and
evaluates which methods is the most effective for each case.
The result is shown in Fig. 4, we found that the proposed
method is not effective for any value of � and �, but there
exists a certain range of ��	�� where the proposed method
is superior than the others. We could specify the range as in
Fig. 4.
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(a) in the case �=256
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(b) in the case �=1024

Fig. 3. CPU cycles for various filter length � and the number of inputs �
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Fig. 4. Effective regions for each filtering methods

VI. CONCLUDING REMARKS

This paper presented a computationally efficient FIR filter-
ing method using modified frequency domain processing and
compensation in time domain. Performance of the proposed
approach was evaluated through some computer simulation
and DSP implementation, and we clarified that the proposed
approach is effective to a certain range of filter length and
the number of inputs. Also we specified the range where the
proposed method is superior than the conventional approaches.
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