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Abstract—View synthesis prediction has been studied to
achieve efficient inter-view prediction. Existing view synthesis
prediction methods generate the predicted pictures by using
pictures decoded at the other views and geometric information
of the scene. However, it is difficult to obtain such geometric
information correctly. In addition, these conventional methods
have no ability to compensate the inter-view difference in image
signals caused by individual camera characteristics and the non-
Lambert reflection of objects.

The method proposed herein can compensate both the inter-
view signal mismatch and incorrect depth information by using
an asymmetrical adaptive filter and the weighted average of
wiener filter and the median filter. The proposed compensation
process is applied to a geometrically compensated picture to
minimize the effect of warping-based view synthesis. Experiments
show that the proposed method reduces the bitrate by up to 7%
relative to view synthesis prediction based on the general adaptive
filtering method.

I. INTRODUCTION

Multiview video is attracting a lot of interest for realizing
advanced visual media services like Free-viewpoint Television
(FTV) and three dimensional video (3D Video) [1], [2]. Recent
progress on technologies for multiview video processing will
make such services possible in the near future.

Multiview video coding is one of the most important
technologies because multiview video generates much larger
data sets than general mono-view video. The recent inter-
national standard MPEG-4 AVC/H.264 Annex.H Multiview
Video Coding (MVC) achieves efficient encoding for multi-
view video [3]. However, the total bitrate yielded by MVC is
proportional to the number of views. This means that MVC is
not so suitable when a multiview video that consists of a large
number of views is to be transmitted. Since a large number
of views are required for FTV, multiview auto-stereoscopic
displays, and baseline adjustable advanced stereo displays, it is
desirable to be able to generate videos at arbitrary viewpoints
from just a limited number of viewpoints.

According to the well-known theory of ”Plenoptic sam-
pling”, depth information of the scene is necessary to generate
arbitrary views when multiview video is captured by sparsely
arranged multiple cameras [4]. There are two approaches to
obtaining the scene depth information at the display side, 1)
conducting online depth estimation in the process of view
generation at the display side [5], and 2) transmitting depth in-
formation estimated at the provider side [6]. The first approach
requires not only high computation power at the display side
but also relatively dense multiview video material. Therefore,

a lot of interest is being paid to implementing the second
approach by the representation that combines multiview video
with multiview depth maps [7]. One disadvantage of this
representation is that it increases the bitrate although MVC
can help somewhat.

View synthesis prediction (VSP) is one of the promising
technologies with which to efficiently code multiview video
by using multiview depth information [8]. A predicted picture
is synthesized by warping the image signals of the reference
pictures into the coding target view. Compared to disparity
compensated prediction, VSP can finely compensate scene
geometry. The degree of the preciseness is highly dependent
on the correctness of the depth information. However, it is
difficult to estimate scene depth correctly and the encoded
depth information might have some coding noise. In addition,
it is impossible to compensate the inter-view mismatch caused
by individual camera characteristics and the non-Lambert
reflection of objects. As a result of these problems, existing
VSP techniques fail to reduce the bitrate drastically.

In this paper, we propose an adaptive filtering method in
VSP that can compensate both geometrical miss-warping and
the inter-view mismatch of image signals. In Section II, we
describe related works on view synthesis prediction and inter-
view signal compensation. The proposed method is presented
in Section III. Section IV introduces the experiment conducted
and its results, and Section V concludes this paper.

II. RELATED WORKS

A. View Synthesis Prediction (VSP)

VSP offers efficient inter-view prediction for MVC. VSP
applies pixel-wise warping by using scene depth and camera
parameters; its fine compensation ability offers better predic-
tion accuracy. VSP generates the predicted picture by using
pixel correspondence. The corresponding pixels are identified
by the inverse-projection of pixels and the re-projection of
the reconstructed three-dimensional points. Eq.1 defines the
inverse-projection and the re-projection is given by Eq.2.

g = R−1
a A−1

a (ua, va, 1)T
d − ta (1)

k (ub, vb, 1)T = AbRb (g + tb) (2)

, where A, R, and t denote the intrinsic matrix, rotation matrix,
and translation vector of the camera, respectively. k is a scalar
value and d denotes the camera-object distance. (u, v) denotes
the pixel coordinates. Subscripts, a and b, denote views. Some
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previous works take a as the reference view[9] and others take
b as the reference view[8], but there is no inherent difference
in the quality of synthesized views. Our VSP takes b as the
reference view.

The performance of VSP highly depends on the accuracy
of depth information and camera parameters. However, it
is almost impossible to obtain them precisely in practical
situations. In addition, when depth information used in VSP
is either digitalized or encoded, they always contain some
distortion. Even though these problems yield large and un-
desirable effects, no existing VSP method takes these errors
into account. In this paper, we propose an adaptive filter model
that can compensate some error in the depth information.

B. Inter-view Signal Compensation

One of the problems of simple VSP is its inability to
handle inter-view inconsistencies in the image signals because
simple VSP uses image signals on the other views as predicted
signals. Many studies have tried to overcome this problem.
For example, Yamamoto et al. proposed color compensation
via look-up-tables [10]. This method can handle inter-view
illumination changes, but not inter-view focus mismatch.

Adaptive reference filtering (ARF) was proposed to com-
pensate the inter-view focus mismatch [11]. ARF utilizes
2D filters to generate additional inter-view reference pictures
whose focus is similar to that of the coding target picture.
The coefficients of these filters are estimated to minimize the
residual energy of disparity compensated prediction. Because
the main purpose of ARF is compensating inter-view focus
mismatch, ARF assumes that the filter can be symmetrical
with respect to the x- and y-axes.

This paper proposes an adaptive filtering method to increase
the performance of VSP. Although ARF can compensate
inter-view focus mismatch efficiently, VSP has another big
problem which should be considered. It is the difficultly of
depth estimation and coding noise on depth information. Our
proposal can compensate not only inter-view mismatch but
also error in the depth information.

III. ADAPTIVE FILTERING FOR VSP

A. Adaptive Filtering after View Synthesis

Multiview video exhibits inter-view focus and illumination
mismatch which are caused by the different camera-object
distances and camera heterogeneity. In order to improve the
performance of VSP by compensating these while considering
the error possible in the depth information, we propose to
conduct adaptive filtering as the post process of view synthesis.

The proposed scheme proceeds as follows. First, the
geometry-compensated picture is generated by warping the
image signals of the decoded inter-view reference pictures,
as in the existing VSP. Next, an adaptive filter is constructed
by minimizing the difference between the coding target picture
and a filtered geometry-compensated picture. The filter model
used here is described later. Finally, the constructed filter is
applied to the geometry-compensated picture to generate the
view synthesized picture.

Compared to the straight-forward combination of VSP and
ARF, where view synthesis is performed by using adaptively
filtered inter-view reference pictures, our proposal offers two
benefits; 1) lower computational complexity and 2) higher
prediction accuracy. In terms of computational complexity,
the proposed method computes only one filter and applies it
once while the conventional approach requires as many filters
as inter-view reference pictures used in the view synthesis
process. As for prediction accuracy, the proposed scheme can
outperform the existing approach because artificial noise in the
frequency domain, which is caused by the pixel-wised warping
process, is reduced by the filter in the final stage.

B. Adaptive Asymmetric Filter with Median Offset

In order to reduce the influence of depth error by adaptive
filtering, we propose an asymmetric filter with median offset
for adaptive filtering. The proposed filter model is expressed
by Eq. 3.

Px,y =

 m∑
i=−m

n∑
j=−n

Hi,jSx+i,y+j

+w Median
−n≤i≤n

−m≤j≤m

(Sx+i,y+j)

(3)
, where P is the view synthesized picture as the prediction
picture, S is the geometry-compensated picture, the subscript
(x, y) denotes the pixel position within the coding target
picture, and Median is a function that returns the median
of the values input. No symmetry is assumed for the filter
coefficients {Hi,j}.

The filter coefficients {Hi,j} and the weight w are derived
frame by frame to minimize the difference with respect to the
coding target picture:

min
H,w

∑
x,y

(Ox,y − Sx,y)2 (4)

, where O is the current frame to be encoded. The optimal
parameters can be determined by taking the derivative with
respect to each parameter and solving the simultaneous equa-
tion where all derivatives are equal to zero.

According to the physical model of video capture, it may
be possible to compensate focus mismatches by some kind
of symmetric filtering. However, it is inevitable that the
geometry-compensated picture will have some small geomet-
rical mismatch against the coding target picture because the
quantized depth information can ’t express the disparities
precisely. These small displacements can be removed by
applying a kind of spatial interpolation filter. As a result of
combining these filter models, the proposed filter model uses
asymmetrical filter coefficients. Since we make no assumption
about a priori knowledge of the level of focus mismatch and
depth error, all coefficients must be adaptively optimized for
each sequence.

The proposed filter model uses median offset in order
to increase its robustness toward coding noise in the depth
information. When VSP uses depth maps encoded by the
conventional video codec, mosquito noise appears around the
strong depth edges. This noise results in the salt-and-pepper
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Fig. 1. Hierarchical B structure for MVC(GOP Size 8)

artifacts common in geometry-compensated pictures. It is well-
known that the salt-and-pepper artifacts can be reduced by
median filtering. However, it depends on the quality of depth
information as whether the best results are yielded by using
the median filtered value, the adaptively filtered value, or
their weighted average. Therefore, the proposed filter model
is designed to include a median offset term with a variable
weighting factor.

IV. EXPERIMENTS

A. Conditions

We implemented the proposed method on JMVM version
8.0[12], which is the test model of MVC, and conducted
an experiment to assess the efficiency of our method. VSP
was implemented as the Inter16x16 mode. This means only
16x16 pixel units were allowed. To distinguish VSP mode
from normal Inter16x16 mode, a one bit flag was encoded.
The VSP macroblock did not encode the reference index,
motion/disparity vector, transform flag, or prediction residuals,
i.e. a skip macroblock. We used a 5x5 filter (m = n = 2),
so the total number of coefficients was 26. Therefore, twenty
six 32-bit floating point numbers were encoded in the slice
header.

We used the breakdancers sequence, which is one of the
MVC test sequence provided by Microsoft Research. Multi-
view depth maps were also provided [6], In the experiments,
the multiview depth maps were encoded by MVC with the
Basis QP equal to 36.

We encoded three views, views 3, 4, and 5, all of which
contain inter-view focus mismatch, with the reference structure
shown in Fig.1. A hierarchical B structure (GOP 8) was
applied in the temporal direction. We used one I-view, an
H.264/AVC compatible view, one P-view, where inter-view
prediction is allowed in one direction, and one B-view, where
inter-view prediction is allowed in both directions. The other
important coding conditions are listed in Table I.

In order to verify the effects of filtering on the geometry-
compensated picture, not reference pictures, we also imple-
mented ARF. Note that only one filter was chosen for one
reference picture because it is impossible to use multiple
reference pictures for one view in the view synthesis process.
We also evaluated the effects of the asymmetrical filter and
the use of the weighted median value. In other words, we
tested a symmetrical filter with respect to x- and y-axes, a
circular symmetric filter, and the compensation model without
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Fig. 2. Overall RD performance

the median term. The 5x5 symmetrical filter with respect to
x- and y-axes can be described as

H =


a b c b a
d e f e d
g h i h g
d e f e d
a b c b a

 , (5)

and the circular symmetric filter is the case of 5 where h = f ,
c = e = g, and b = d.

B. Experimental Results

Fig.2 plots the rate-distortion curves. The ”MVC” curve
plots the coding results for H.264/AVC MVC, without VSP,
and the ”VSP” curve shows the coding performance for the
existing VSP, with no compensation. The ”ARF+VSP” curve
is for the VSP with ARF reference pictures. The ”Proposed”
curve expresses the performance of the proposed method.

As can be seen, the proposed method achieves the best
performance at all rate points examined. At low bitrates,
the proposed method not only reduces the bitrates, but also
improves the PSNR values. This fact shows that the proposed
method succeeds in increasing prediction accuracy. The pro-
posed method is also very effective at high bitrates unlike the
existing VSP. The lack of improvement in the PSNR values
shows that VSP picture quality is almost the same as the target

TABLE I
CODING PARAMETERS

Parameter Value
GOP size 8

Anchor period 8
Number of reference frames 2
Motion estimation scheme FME

Entropy coding method CABAC
Hadamard transform used

RD-optimized mode decision used
Layer0 QP (Basis QP) 22, 27, 32, 37

Layer1 QP Layer0 QP + 3
Layer2 QP Layer1 QP + 1
Layer3 QP Layer2 QP + 1
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Fig. 3. Example of original image(top), before filtering(bottom-left), and after
filtering(bottom-right)

quality, so it may be necessary to encode prediction residuals
if the target quality is raised.

Table II shows the bitrate reductions and PSNR gains
achieved by the different compensation models. These val-
ues are calculated relative to MVC using the Bjøntegaard
measure[13]. For the ”VSP+AF” condition, no median filtering
is applied, which is the same with ARF. The difference
between ”VSP+AF” and ”ARF+VSP” is the order of view
synthesis and adaptive filtering. ”VSP+AF” applies adaptive
filtering after view synthesis while ”ARF+VSP” applies adap-
tive filtering first. From the difference between ARF and axes-
symmetric AF, the proposed compensation scheme, which
applies adaptive filtering to the geometry-compensated picture,
introduces about 1% bitrate reduction. The introduction of the
median term and asymmetry constraint bring further bitrate
reductions of the order of 3-5% and 1-3%, respectively. The
total improvement relative to VSP with the existing ARF
method is about 7%. In addition, the proposed method of-
fers improvements in computational complexity because our
method requires only one filtering operation on one coding
picture while the ARF scheme applies filtering for each refer-
ence picture. Fig.3 shows examples of coding target picture,
geometry-compensated picture, and VSP picture.

V. CONCLUSION

We proposed an adaptive filtering method for view synthesis
prediction. The proposed method can compensate not only the

TABLE II
SIMULATION RESULTS (BJØNTEGAARD DELTA)

Method Symmetry BD-Rate BD-PSNR
ARF+VSP - 28.74% 0.47dB

VSP+AF
No 30.88% 0.50dB

Axes 29.76% 0.48dB
Circular 27.49% 0.45dB

Proposed
No 35.55% 0.59dB

Axes 32.95% 0.54dB
Circular 32.46% 0.54dB

inter-view signal mismatch caused by the different camera-
object distances and camera heterogeneity, but also errors in
the depth information by using an asymmetrical adaptive filter
with weighted average of the wiener filter and median filter.
The proposed compensation process is applied to the view
synthesized picture in order to minimize the effect of warping-
based view synthesis. Experiments show that the proposed
method reduces the bitrate by about 35% relative to MPEG-4
AVC/H.264 Annex.H Multiview Video Coding.

In this paper, multiview depth maps were encoded at the
same bitrate even if the total target bitrate was changed. It
is obvious that the quality of depth maps affects the coding
performance even though the proposed method has the ability
to compensate the noise in the depth maps. Therefore, one
future work is studying the impact of depth map quality.
Furthermore, we plan to expand our VSP scheme by encoding
prediction residuals and will consider smaller block sizes.
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