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Abstract—In this paper we extend a previous encoding latency
analysis framework for arbitrary multiview video coding pre-
diction structures with a new multi-processor multiview encoder
model. As opposed to the fixed scheme where each processor
is in charge of encoding a single view, this new model focuses
on a flexible assignment of the encoding of frames among the
pool of available processors. This new model is more suitable for
realistic scenarios in which the number of views and processors is
different. Moreover, we show that for this new encoder model, a
more efficient use of the processors can be achieved by means of
appropriate frame coding ordering algorithms. This is especially
interesting in real-time encoding applications in which frame
processing time constraints are imposed in order to maintain low
encoding latency. Finally, we evaluate the latency performance of
this new encoder model and show its advantages over the fixed
encoder scheme.

I. INTRODUCTION

3D Video (3DV) and Free Viewpoint Video (FVV) are
new types of visual media that expand the user’s experience
beyond what is offered by 2D video [1]. 3DV offers a 3D
depth impression of the observed scene, while FVV allows
an interactive selection of the viewpoint and direction within
a certain operating range. A common element of 3DV and
FVV systems is the transmission of multiple views of the same
scene to the user. Multiview Video Coding (MVC) [2] is an
extension of the Advanced Video Coding (AVC) [3] standard
that provides efficient coding of such multiview video.

In MVC a new prediction relationship between frames is
introduced, adding interview prediction to the single-view
approach of AVC. This way MVC allows a very flexible design
of temporal and interview prediction dependencies. Different
designs and implementations of this open architecture lead
to considerably different coding performances. This makes it
necessary to analyze the relative coding efficiency for different
prediction structures. For example, Merkle et al [4] propose
various efficient prediction structures.

In the literature, comparison between different multi-
view prediction structures has been mainly focused on rate-
distortion (RD) performance. In [5] we argued that using
solely RD performance ignores important differences between
structures when considering the implementation of a multiview
encoder, especially in applications such as multiview video-
conferencing, where low latency is an important requirement

and strict constraints on end-to-end delay are imposed. In [5]
we provided a general framework for a systematic encoding
latency analysis of arbitrary multiview prediction structures.
This analysis framework was built upon a dependency graph
extracted from the multiview prediction structure. This depen-
dency graph is independent of the number of processors or
the processor architecture, used to implement the multiview
encoder. However, the software tool and the encoder model
within that framework assume a multi-processor encoder archi-
tecture model in which all frames of a given view are encoded
by the same processor, so that the number of processors is
equal to the number of views. One drawback of that model is
that it is not able to capture more realistic and flexible multi-
processor encoder architectures in which the number of views
is not equal to the number of processors. We will refer to it
as the Fixed Multi-Processor Encoder (Fixed MPE).

The encoding latency in a multiview encoder is the max-
imum delay (over all frames in the multiview sequence)
between the capture of a frame and the instant when that
frame is completely coded [5]. Encoding latency in the Fixed
MPE model is dependent on the multiview prediction structure
and the frame processing time (processing time devoted to
the frame encoding operations). In this paper we argue that
in order to establish a bounded encoding latency value (the
encoding latency is bounded if the latency of any given frame
is bounded) there is a maximum limit for the frame processing
time. If this maximum time is exceeded the encoding latency
is not bounded and increases over time, making the system
not suitable for real-time encoding applications. In a Fixed
MPE model, due to interview prediction, when this maximum
is reached only some of the processors will be working at
the maximum capacity, so that there will exist idle time
periods for the remaining processors. Therefore, more flexible
architectures can take advantage of this unused processor time
in order to improve overall performance.

In this paper we extend the encoding latency analysis
framework of [5] by providing models and tools that consider
a Flexible Multi-Processor Encoder (Flexible MPE) architec-
ture. In this architecture, the number of processors can be
different from the number of views. Moreover, each processor
is not statically assigned to one view, but the pool of available
processors can encode frames from any of the input views. We
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will show that for this new encoder model the maximum frame
processing time that guarantees a bounded latency, is higher
than that of the Fixed MPE architecture. Therefore, higher
RD performance coding algorithms could be implemented,
especially in computation scalable encoders in which different
encoding parameters and configurations can be selected to
scale complexity, and rate-distortion-complexity optimization
algorithms are used [6]. We also discuss that, for the Flexible
MPE model, an algorithm to order the coding of the frames
is needed as different coding orders may result in different
latency values. Finally we evaluate the latency performance of
this new scheme, including a comparison with the Fixed MPE
model. Results will show that, for two encoders with equal
number of processors with same characteristics, the Flexible
MPE model makes better use of the processors achieving a
higher value for the maximum frame processing time that is
permitted. In the results we present an example in which, for
the frames with highest coding complexity in the prediction
structure, a 16-35% extra available processing time could be
achieved.

This paper is organized as follows: in Section II we show
the frame processing time limits for the Fixed MPE model and
we present our new Flexible MPE model. In Section III we
present experimental results on latency performance evaluation
of the Flexible MPE model and we compare it against the
latency performance of the Fixed MPE model. In Section IV
we present the conclusions.

II. MULTI-PROCESSOR ENCODER MODEL DISCUSSION

In [5] we presented the Fixed MPE model that considers a
multi-processor architecture for a multiview encoder with N
views and N processors. This model is characterized by the
following restrictions:

• Each processor is assigned to a single view: processor
i only encodes frames from view i and all frames from
view i are encoded by processor i.

• The processors encode their assigned frames sequentially.
• If, at a given time, several frames in a view are ready

to be coded (all their reference frames have been coded),
these frames are encoded in display order (i.e., the frame
to be displayed first will be coded first).

To make that scenario realistic, we modeled the frame
processing time of frame xi

j (frame j of view i), ∆tproci
j
, by

assuming that it depends on the number of reference frames
used to encode it:

∆tproci
j

= ∆tbasic + n(i, j)∆tref, (1)

where ∆tbasic is the time devoted for all the operations
not related to motion estimation and motion compensation,
n(i, j) is the number of references for frame xi

j and ∆tref is
the incremental processing delay required for each additional
reference frame.
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Fig. 1. Encoding chronogram for a Fixed MPE model implementation. Blue
bars show the processing time for each of the frames. The red bar at the
bottom shows the encoding latency of the whole sequence.

A. Bounded encoding latency value condition for the Fixed
MPE model

For applications such as multiview video-conferencing, in
which end-to-end constraints are imposed, it is necessary for
the encoding latency to be bounded, i.e. encoding latency
cannot grow monotonically with the number of coded GOPs,
and therefore there exists a maximum encoding delay for all
the frames in the multiview sequence. For the Fixed MPE
model, we give here the condition that frame processing time
must satisfy in order to ensure that this bound encoding latency
value exists.

If we consider a single view encoder, this condition is
satisfied when the sum of the frame processing time for each of
the frames of the GOP is equal or lower than the total capture
period of the whole GOP. Although the encoding latency may
exceed the GOP capture period, due to backward predictions,
if this condition holds latency does not increase for following
GOPs. In our frame processing time model, that is:

MGOP−1∑

j=0

(
∆tbasic + n(j)∆tref

) ≤ MGOP Tcapt (2)

where MGOP is the number of frames per GOP and Tcapt
is the frame capture period, i.e. the time elapsed between the
capture of two consecutive frames.

For the Fixed MPE model, the encoding latency value is
bounded when, the later condition holds for each of the views
of the multiview set, i.e., for each view the sum of the frame
processing time of every frame of the GOP, belonging to that
view, is equal or lower than the capture time of the whole
GOP. This is expressed formally by:

maxi




MGOPv
−1∑

j=0

∆tproci
j


 ≤ MGOPv

Tcapt, (3)

where MGOPv
is the number of frames per GOP in a view, the

index i indicates that frames belong to view i and i = 1...N .
Most multiview prediction structures have an unbalanced

computational load, i.e., a few views may be more complex
to encode than others due, for example, to the use of interview
prediction. Frames on those views use extra interview refer-
ence frames, needing a higher processing time than frames in
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other views. In the Fixed MPE model, these views define a
bottleneck for the bounded encoding latency condition. For a
certain pair (∆tbasic, ∆tref) that defines the frame processing
time limit, the expression in (3) is satisfied with equality for
only some of the views. Thus, for the other views some of
the processors are used below their maximum capacity, i.e.,
during certain time periods of the encoding process, some of
these processors are idle.

Figure 1 shows the encoding chronogram [5] for a JMVM
[7] prediction structure of three views and a GOP size of 4
frames. While the processor assigned to View 1 is fully used,
the processors assigned to View 0 and View 2 are being used
below their maximum capabilities, i.e. idle time periods exist
for processors assigned to View 0 and View 2.

This gives the intuition that using a different encoder
architecture, in which frames can be coded in any of the pro-
cessors, a better distribution of the computational load can be
achieved, and therefore processing time for each frame could
be increased (implementing coding algorithms with higher
RD efficiency) while maintaining a bounded encoding latency
value. Moreover, an encoder model with these characteristics
includes a wider range of encoder architectures as it permits
a different number of processors and views.

B. Flexible multi-processor encoder model

In order to extend the multiview encoder model, we present
here the Flexible MPE model that considers a multiview
encoder with N views and K processors, with the following
characteristics:
• Each processor is not assigned to a single view: any

frame from any of the N views can be encoded in any
of the K processors.

• The processors encode their assigned frames sequentially.
• If, at a given time, several frames are ready to be coded

and Kf out of K processors are free:
– First, these frames are ordered by a frame priority

measure.
– Then, the first Kf frames in the frame order list are

encoded by assigning each one of them to one of the
Kf free processors.

In this new architecture model we maintain the frame
processing time model, considering in addition, that ∆tbasic
includes a processing time dedicated to the frame data ex-
change from the capture module to its assigned processor.
Depending on the encoder implementation, this data exchange
time may differ from the data exchange time in the Fixed
MPE model (in a software-based platform both times should
be comparable).

C. Coding order based on frame priority

For this type of encoder model, the coding order decisions
are not straightforward. Although some restrictions in the
coding order are imposed by the prediction structure (a frame
cannot be encoded before its reference frames), there are still
some choices to be made about the coding order, and these
can lead to different encoding latency values.
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Fig. 2. GOP prediction structure for two views.

Consider, as an example, the prediction structure in Fig-
ure 2, and assume that at the time instant immediately after
frame V0/T2 has been coded only one of the processors is
free. Then, frames V0/T1 and V0/T3 are ready to be coded.
Frame V0/T1 should be coded first in order to minimize the
maximum latency for both frames and therefore for the whole
sequence. But capture order should not be the only criterion
due to interview prediction. Consider now the time instant
immediately after V0/T4 has been coded. If the capture time
is the only criterion, frames V0/T1, V0/T2 and V0/T3 would
be coded before frame V1/T4, increasing the encoding latency
for frames of V1, and the maximum of the latencies for the
whole GOP. In our model we also take into account the number
of frames that have a reference dependency on a certain frame
to decide its coding order.

At time t, and given a set of frames that are ready to be
coded, the frames are ordered in a coding order list, following
these ordering rules:
• Frames from earlier GOPs are coded first.
• Frames within the same GOP are ordered by a frame

priority value λ. Frames with higher priority are coded
first.

The priority value λi
j for frame xi

j is calculated using the
following expression:

λi
j = (t− tcapt

i

j
) + wλ{K(xi

j
)}, (4)

where (t − tcaptij) is the difference between the actual time
instant and the capture time of the frame while λ{K(xi

j
)}

directly depends on the number of frames in the GOP that
require frame xi

j to be coded before they can be coded
themselves. The value λ{K(xi

j
)} is given by:

λ{K(xi
j
)} =

∑

k∈{K(xi
j
)}

αk(t− tcapt
k
), (5)

where {K(xi
j)} is the set of frames that use frame xi

j as
reference directly and indirectly, i.e. all the frames that are
in a higher dependency level than xi

j in the dependency graph
[5] and such that there exists a decoding path to this frame
from xi

j . αk is 1 if frame xk has been captured already and 0
otherwise.

In order to trade-off the two terms in λi
j we use the weight

factor w. For the analyzed prediction structures, we have
empirically obtained that the value of w that minimize the
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Fig. 3. JMVM multiview prediction structures with three and seven views.

encoding latency is:

w =
1

dmax,b
, (6)

where dmax,b is the maximum distance (in number of frames)
between a frame and the furthest frame with which it has a
direct or indirect backward dependency relationship. As an
example, distance between V0/T1 and V0/T4 in Figure 2.

III. RESULTS

To evaluate the latency performance of the Flexible MPE
model, we have carried out two different tests: first, we have
evaluated the latency performance of the proposed encoder
model varying the number of processors and the frame pro-
cessing time. As a second test, we have compared the latency
performance of the Flexible MPE model and the Fixed MPE
one. We have compared two multiview encoders with the same
number of processors (equal to the number of views) one
following the Flexible MPE model and the other following
the Fixed MPE model.

For the experiments, we have used two different multiview
prediction structures, a JMVM GOP structure of three views
and a size of 16 frames and a JMVM GOP structure of 7 views
and a size 16 frames. Both prediction structures are shown in
Figure 3. In both tests we have focused on evaluating the
frame processing time limits that ensure a bounded value of
the encoding latency and the evolution of the latency value
with the value of the frame processing time.

A. Evaluation of Flexible MPE model encoding latency per-
formance

A comparative encoding latency evaluation for a set of
multiview encoders within the Flexible MPE model and dif-
ferent number of processors has been performed. We have
evaluated the latency performance of six encoders using one
to six processors when encoding a multiview sequence with
the same JMVM prediction structure of three views and GOP
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Fig. 4. Latency performance for a Flexible MPE model with different number
of processors.

size of 16 frames. Figure 4 shows the encoding latency values
for different number of processors and different values of the
frame processing time parameters ∆tbasic and ∆tref. When,
for a given pair of frame processing time parameter values,
the encoding latency does not have a bounded value (encoding
latency depends on the number of coded GOPs), this is repre-
sented with a null latency value in the Figure. Figure 5 shows
the processing time limits for all the encoder implementations.
Valid values for frame processing time parameters for each
number of processors are those in the area below each graph.
Finally, to show the results in Figure 4 in a clearer way,
Figure 6 shows the latency performance for all the encoders
when equal values for both processing time parameters are
used. In the same way, for this Figure, if for a given frame
processing time value the encoding latency is unbounded, this
is represented with a null latency value.

The results in Figure 5 show that increasing the number of
processors leads to a increase in the processing time that can
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be devoted to the encoding process of each frame. Results
in Figures 4 and 6 show that, for a given pair of values of
the frame processing time parameters, a higher number of
processors results in a lower latency value until the number of
processors is equal or higher than the number of views. Using
a number of processors above this limit increases the capacity
of the system to dedicate more time to frame encoding but
does not decrease the encoding latency value for this type of
prediction structures.

B. Fixed and Flexible MPE model comparison

In this comparison we show that, for two multiview en-
coders with the same number of processors, and the same
prediction structure, one within the Fixed MPE model and the
other within the Flexible MPE model, for the second one the
frame processing time limits are higher. We have evaluated the
encoding latency performance of both models for a JMVM
prediction structure of three views and a GOP size of 16
frames, as the one depicted in Figure 3. The results are shown
in Figure 7.

Figure 8 shows the processing time limits for both en-
coder models and Figure 9 shows the latency performance
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Fig. 7. Latency performance for both Fixed and Flexible MPE models. Data
for three views and three processors.
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Fig. 8. Processing time limits for both Fixed and Flexible MPE models. Data
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using equal values for both frame processing time parameters
∆tbasic and ∆tref. The results show that using a Flexible
MPE model higher frame processing times can be devoted
to the encoding of the frames while maintaining a bounded
latency value. When the frame processing time parameters are
under the Fixed MPE model limits the latency performance of
both encoder models is equal.

We have also compared the latency performance of the
Fixed and Flexible MPE models using a higher number of
views and processors. Figures 10 and 11 show the results for
a multiview prediction structure with 7 views such as the one
shown in Figure 3. The results show that there is only an
insignificant latency increase (less than 1%) for the Flexible
MPE model with respect to the Fixed MPE model for some of
the parameter frame processing time parameter values. On the
other side, results in Figure 11 show that for a ∆tref/∆tbasic
ratio from 0.5 to 2 (it depends on the encoder implementation),
we can note as an example, that for the B frames using four
references (Figure 3) a 16% to 35% of additional available
coding time could be achieved.
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IV. CONCLUSIONS

With the focus of real-time encoding applications, we have
discussed the frame processing limits for a Fixed MPE model
that ensure a bounded encoding latency value and some
considerations about the processor idle time periods in this
encoder scheme. Then, we have presented the characteristics of
our new Flexible MPE model, which through a more balanced
use of processors, reduces these idle times. For this new model,
we have argued that, as different coding orders may result
in different encoding latency performances, a coding order
algorithm is needed. Therefore, we have proposed a coding
order algorithm based on a frame priority value that takes
into account the precedence of the frames in time and their
prediction relationships.

Our experimental results show the evolution of the latency
performance of the Flexible MPE model with the number of
processors and the frame processing time. Through a latency
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Fig. 11. Processing time limits for both Fixed and Flexible MPE models. Data
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performance comparison with the Fixed MPE model, for
commonly used multiview prediction structures, we show that
our new encoder model makes a better use of the pool of
available processors, achieving higher values for the maximum
frame processing time that is permitted.
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