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Abstract—NAND flash memory has been dominantly used in
consumer electronic products ranging from hand-held phones to
personal computers. However, the stored data in NAND flash
memory is subject to several impairments such as Random
Telegraph Noise (RTN), Cell-to-Cell Interference (CCI) and
Data Retention Effect over time. In this paper, we focus on
the RTN effect over flash memory cells which becomes even
more serious as the memory approaches its lifetime. When the
flash cells withstand increasingly large number of Program/Erase
(P/E) operation, multiple interface traps are generated at tunnel
oxide layer which results into large fluctuations in cell threshold
voltage. These voltage fluctuations, in turn, degrade the system
error performance. To tackle with this problem, we propose
a simple yet effective system-level decoding scheme in which
the memory cells are read multiple times to obtain threshold
voltage fluctuations caused by RTN. Since each memory read
operation produces a new realization of threshold voltage, we
combine the read signal with LDPC extrinsic information. The
performance improvements of our scheme are validated by
computer simulation which shows that the lifetime of flash
memory can be extended by more than 10K P/E cycles while
maintaining bit-error-rate at 10´6 using NB-LDPC code over
GF p4q with frame size N “ 2272. This paper also presents the
trade-off between performance improvement and extra memory
sensing latency.

I. INTRODUCTION

The NAND flash memory being the fastest growing product

in consumer electronics, has significantly overwhelmed the

semiconductor non-volatile storage market with its matured

technological performance and rapid growth in the storage

capacity. This tremendous growth and extensive usage of flash

memory has become possible owing to the advancements in

circuit designing and chip manufacturing processes which have

significantly scaled down the physical size of the memory

chip. Now we can produce memory products with CMOS

technology on the scale of sub 20nm [1], [2]. Simultaneously,

the flash memory capacity has also been increased mainly

due to multi-bit/cell storage technique where a 2-bit, 3-bit
and even 4-bit per cell can be stored [3], [4]. However, as

the technology scales down the chip area and multi-bit/cell

technique increases the storage capacity, it has also brought

several challenges to maintain data reliability [5]. Integrating

memory cells closer to each other for area optimization, intro-

duces circuit level impairment such as cell-to-cell interference

[6] where a victim cell’s threshold voltage is shifted in positive

direction due to the proximity of neighboring interfering cells

[7]. Moreover, the program and erase operation on flash

memory cells over large number of times causes damage to

the tunnel oxide which lies between transistor’s channel and

floating gate [8]. This results into generation of charged trap

sites where electrons are trapped during cell programming,

which directly effect on the threshold voltage stability and

compromises the data integrity.

To ensure data reliability, conventional error correction

schemes such as BCH codes [9], [10] are used with flash

memory system. Yet, these coding techniques are not powerful

enough to significantly improve the system performance and

call for stronger error correction schemes. To further improve

the data integrity, soft-decision error correction codes are also

used with flash memory such as LDPC codes where they have

shown to outperform BCH coding scheme [11]–[13].

The main objective of this work is to capture the variations

associated with random telegraph noise (RTN) by reading the

flash memory cells multiple times. For this purpose, we use

NB-LDPC code with flash memory and utilize the extrin-

sic information from LDPC decoder for further processing

when decoding is unsuccessful. This extrinsic information

is combined along with subsequent memory read operations

which essentially provide new read signal due to threshold

voltage fluctuations caused by RTN. As presented in [14],

the NB-LDPC have shown better performance compared to

their binary counterparts. Though NB-LDPC codes have been

previously proposed for MLC NAND flash [15], we have

demonstrated further improvements in system bit-error-rate

performance using multiple memory read operations with

minimal increase in overall memory sensing/decoding latency.

The rest of this paper is organized as follows. Section II

reviews the basics of NAND flash memory and briefly explains

the memory read and write operations. In Section III, we

present the probabilistic model of cell threshold voltage which

is subject to RTN distortion. In Section IV, we deliberate

in detail, on the proposed decoding algorithm discussing

each step individually. Computer simulations are presented

in Section V and trade-off between latency and performance

improvement is given in Section VI. In Section VII, conclusion
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are drawn.

II. BASICS OF MLC NAND FLASH

The NAND flash memory is organized into an array of

rows (word-line) and columns (bit-line) where each array

element represents a memory cell as shown in Fig. 1. The

memory array is logically divided into blocks and each block

is further subdivided into pages. As an example, 2Gb Micron

NAND (SLC) (1-bit/cell) flash device [16] is organized into

2048 blocks, with 64 pages per block and each page consists

of 2048-bytes. Memory cells within the same page share

a common word-line whereas cells within a block share a

common bit-line and an on-chip page buffer to hold the

data being programmed and read. The basic memory cell is

made up of floating-gate MOS transistor which comprises of

control gate (CG),floating gate (FG) and transistor channel.

The channel and floating gate (FG) are isolated by means of

dielectric material known as ”tunnel oxide”. The control gate

is electrically connected with the word-line to read and write

(program) the data on the memory cell.

The NAND flash memory is programmed page-wise accord-

ing to FowlerNordheim (FN) tunneling [17] where charged

particles are injected though the tunnel oxide and are captured

at the floating gate. The actual binary data being stored on

the cell is represented by the amount of charged particles

accumulated at the floating gate which in turns varies the

threshold voltage (voltage required to turn-on the transistor) of

that particular cell. For example, the 2´bit{cell flash memory

can be programmed with 22 “ 4 distinct threshold voltage lev-

els, each representing a particular binary value. To tightly limit

the threshold voltage, the memory cells are often programmed

through an iterative process knows as Incremental Step Pulse

Program (ISPP) [18] which consists of series of programming

and verify pulses as shown in Fig. 2. In this technique, each

programming pulse with an incremental step size of ΔVpp, is

followed by a verify operation to check whether the desired

threshold voltage Vp has been achieved. Once the required

threshold voltage is attained, the programming operation is

terminated.

The next section describes the memory read operation and

presents the probabilistic model of RTN and threshold voltage

distribution.

III. RANDOM TELEGRAPH NOISE AND CELL THRESHOLD

VOLTAGE DISTRIBUTION

The read operation is performed on flash memory page

by successively increasing the voltage across the word-line

and monitoring the current flow through the transistor channel

until its turned-on. Once the sensed current reaches a pre-

defined level (around 10nA), the amount of voltage applied

is recorded as threshold voltage Vth for that particular cell.

All the mathematical formulation presented in this paper are

based on 2´ bit{cell MLC flash memory, however, it can be

generalized for any other flash device configuration. According

to [19], the threshold voltage of erased cell resembles to

Fig. 1: Representation of NAND flash memory architecture:

memory cells (circles) are organized into array of rows (word-

line) and columns (bit-line).

Fig. 2: Illustration of Incremental Step Pulse Programming

(ISPP) scheme: each program pulse is followed by verify

pulse. Voltage step size between two program pulses is ΔVpp.

Gaussian distribution with mean Ve and variance σe as given

by (1)

Pe pVthq “ 1

σe

?
2π

exp
´pVth´Veq2

2σe2 (1)

Without the presence of any noise, the threshold voltage of a

programmed cell tends to follow uniform distribution. Let us

denote the program voltage level by Vp and program pulse

width by ΔVpp, then we can model the threshold voltage

distribution Pu pVthq after ideal programming as

Pu pVthq “
#

1
ΔVpp

, for Vp ď Vth ď Vp `ΔVpp

0, otherwise
(2)

However, the ideal distribution is affected by random

telegraph noise (RTN) which is generated due to electrons



trapping at the tunnel oxide. There are several studies on

the behavior of RTN and its effect on cell threshold voltage.

According to [20], the RTN can be modeled as symmetric

exponential random process whose distribution is given by (3)

Pn pnq “ 1

2λ
exp´

}n}
λ (3)

Moreover, RTN distribution is non-stationary and varies

with Program/Erase (P/E) cycling. If PE denotes the P/E

cycling count, then by [21], λ scales with PE according to

power law fashion and approximately proportional to λ9PEα

for some constant α . The RTN causes the instability of cell

threshold voltage which can be represented mathematically as

Vth “ u` n (4)

where u is uniform random variable, n is RTN random sample

and Vth is the final threshold voltage.

Denoting Ppr pVthq as the distribution of programmed cells

after incorporating RTN, then it can be written as

Ppr pVthq “ pPu ˚ Pnq pVthq
where ˚ is convolution integral. This integral can be written

as

Ppr pVthq “

$’’’’’’’’&
’’’’’’’’%

c
ΔVpp

”
1´ exp´

ΔVpp
λ

ı
exp´

pVp´Vthq
λ ,

for Vth ă Vp

c
ΔVpp

, for Vp ď Vth ď Vp `ΔVpp

c
ΔVpp

”
exp

ΔVpp
λ ´ 1

ı
exp´

pVth´Vpq
λ ,

for Vth ą Vp `ΔVpp

(5)

where c is normalizing factor given by

c “ 1

1` 2λ
ΔVpp

´
1´ exp´

ΔVpp
λ

¯
This is an approximation of convolution integral as given

in [20]. We notice that the effect of RTN on threshold voltage

distribution tends to introduce exponential tails below VP and

above Vp `ΔVpp as shown in Fig. 3. In must be noted that,

RTN also effect erased cells but they are still modeled with

Gaussian distribution. In this figure, the mean and standard

deviation of erased cell are set to 1.4 and 0.35 respectively.

The mean of programmed states are set to 2.6, 3.2 and 3.8
respectively and programming step size ΔVPP is set to 0.2.

The RTN parameter λ is set to 0.00025 pPEq0.5. It is evident

from this figure that, the effect of P/E cycling widens the

voltage distribution and results into overlap between adjacent

distribution curves.

IV. PROPOSED DECODING SCHEME

The proposed decoding algorithm is shown in Fig. 4. This

decoding scheme is based on iterative detection and decoding

of read signal using NB-LDPC code where each LDPC symbol

is given by GF pqqpq ą 2q. Let K be the number of input
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Fig. 3: Simulation results of threshold voltage distribution at

different P/E cycles. With the increase in P/E cycles, adjacent

distribution curves tend to overlap.

symbols to LDPC encoder and N be the number of LDPC

coded symbols (LDPC frame size). Then, each LPDC frame

contains mN bits where m is the number of bits per LDPC

symbol(m “ log2 rqs). In this scheme, each LDPC coded

symbol is stored over memory cells such that bits of one

encoded LDPC symbol span over m adjacent memory cells

as shown in Fig. 5. It must be mentioned that we can also

store one NB-LDPC symbol on single flash cell, provided

the compatibility between flash technology (bits/cell) and NB-

LDPC symbol size, however with proposed arrangement, we

can easily use any NB-LDPC symbol size (e.g. m “ 2, 3, 4, ...)
to store over MLC flash memory. We should notice that,

since no interference is assumed from neighboring cells, there

will be no correlation effect by storing LDPC symbol across

adjacent cells. Fig. 4 shows different steps involved in our

proposed scheme and their detailed description is given in the

following sections.

A. Step 1 (Read Memory)

We assume that one memory page (word-line) contains M
cells which can store bits equal to LDPC frame length mN ,

then sensing memory array page-wise will provide threshold

voltage of cells Vth
kprq where k P t1, 2, ...,Mu and r repre-

sents the number of times memory is sensed. For example, if

we read memory page for two-times, then we denote threshold

voltage realization associated with first and second memory

read as Vth
kp1q and Vth

kp2q respectively.

B. Step 2 (Compute Cell State Probability)

Using the threshold voltage obtained in the previous step,

we compute the cell state probability Pi,j
kprq where k P

t1, 2, ...,Mu and pi, jq represents the MSB and LSB bit

position within a memory cell. Considering 2 ´ bit per cell

flash memory and assuming 00 being the erased state and



Fig. 4: Illustration of steps involved with iterative decoding

and detection using multiple memory reads.

01, 10 and 11 being the programmed states respectively, we

shall compute P00
kprq, P01

kprq, P10
kprq and P11

kprq by using

equations (1) and (5) respectively.

C. Step 3 (Activate Detector)

The detector unit only combines the extrinsic informa-

tion of LDPC decoder with the cell state probability. The

detection process should not be assumed similar to turbo

detection/equalization. In the detection process, we perform

two operations; converting LDPC symbol into MLC cell

probability and then converting MLC cell to LDPC symbol

probability as explained in next section.

1) LDPC Symbol to MLC Cell Probability - Intrinsic In-
formation to Detector: In this process, the detector unit uses

intrinsic information coming from LDPC decoder I lS
prq

where

S P GF pqq and l P t1, 2, ..., Nu. For our convenience,

we write S into vector representation by replacing S with

its equivalent binary notation as S “ ps0, s1, ..., sm´1q and

si P t0, 1u. Hence by using I lS
prq

, the detection unit produces

MLC cell probability gx,y
kprq given as

Fig. 5: Representation of NB-LDPC (q “ 4) symbol storage

over MLC NAND flash page (2 ´ bit per cell): NB-LDPC

symbols (dotted ellipse) span over adjacent memory cells

(circles) where period ”.” represents one-bit storage.

gx,y
kprq “

¨
˝ ÿ

S:si“x

IS
lprq

˛
‚
¨
˝ ÿ

S:si“y

IS
l`1prq

˛
‚ (6)

where k P t1, 2, ...,Mu, px, yq P t00, 01, 10, 11u, i “
rpk ´ 1q mod ms , l “ r k

m s.

Example 1: For NB-LDPC code defined over GF p4q,
gx,y

kprq for first memory read and k “ 1, 2 can be written

using equation (6) as

g00
1p1q “

´
I00

1p1q ` I01
1p1q

¯´
I00

2p1q ` I01
2p1q

¯
g01

1p1q “
´
I00

1p1q ` I01
1p1q

¯´
I10

2p1q ` I11
2p1q

¯
g10

1p1q “
´
I10

1p1q ` I11
1p1q

¯´
I00

2p1q ` I01
2p1q

¯
g11

1p1q “
´
I10

1p1q ` I11
1p1q

¯´
I10

2p1q ` I11
2p1q

¯
g00

2p1q “
´
I00

1p1q ` I10
1p1q

¯´
I00

2p1q ` I10
2p1q

¯
g01

2p1q “
´
I00

1p1q ` I10
1p1q

¯´
I01

2p1q ` I11
2p1q

¯
g10

2p1q “
´
I01

1p1q ` I11
1p1q

¯´
I00

2p1q ` I10
2p1q

¯
g11

2p1q “
´
I01

1p1q ` I11
1p1q

¯´
I01

2p1q ` I11
2p1q

¯
2) MLC Cell to LDPC Symbol Probability - Extrinsic

Information from Detector: After computing the MLC cell

probability gx,y
kprq in the previous step, we will combine this

information with cell state probability computed in Step 2 and

produce aposteriori information ES
lprq from detector as

El
S“ps0,s1,...,sm´1q

prq “$&
%
śm´1

p“0

´
gksp,0

prq
.P k

sp,0
prq ` gksp,1

prq
P k

sp,1
prq¯

, for l is oddśm´1
p“0

´
gk0,sp

prq
P k

0,sp
prq ` gk1,sp

prq
P k

1,sp
prq¯

, for l is even

(7)



where l P t1, 2, ..., Nu, si P t0, 1u, k “
`
r l
2 s´ 1

˘`pp` 1q.

Example 2: For NB-LDPC code defined over GF p4q,
El

S“ps0,s1q
prq

for first memory read and l “ 1, 2 can be

written using equation (7) as

E00
1p1q “

´
g00

1p1qP00
1p1q ` g01

1p1qP01
1p1q

¯
´
g00

2p1qP00
2p1q ` g01

2p1qP01
2p1q

¯
E01

1p1q “
´
g00

1p1qP00
1p1q ` g01

1p1qP01
1p1q

¯
´
g10

2p1qP10
2p1q ` g11

2p1qP11
2p1q

¯
E10

1p1q “
´
g10

1p1qP10
1p1q ` g11

1p1qP11
1p1q

¯
´
g00

2p1qP00
2p1q ` g01

2p1qP01
2p1q

¯
E11

1p1q “
´
g10

1p1qP10
1p1q ` g11

1p1qP11
1p1q

¯
´
g10

2p1qP10
2p1q ` g11

2p1qP11
2p1q

¯
E00

2p1q “
´
g00

1p1qP00
1p1q ` g10

1p1qP10
1p1q

¯
´
g00

2p1qP00
2p1q ` g10

2p1qP10
2p1q

¯
E01

2p1q “
´
g00

1p1qP00
1p1q ` g10

1p1qP10
1p1q

¯
´
g01

2p1qP01
2p1q ` g11

2p1qP11
2p1q

¯
E10

2p1q “
´
g01

1p1qP01
1p1q ` g11

1p1qP11
1p1q

¯
´
g00

2p1qP00
2p1q ` g10

2p1qP10
2p1q

¯
E11

2p1q “
´
g01

1p1qP01
1p1q ` g11

1p1qP11
1p1q

¯
´
g01

2p1qP01
2p1q ` g11

2p1qP11
2p1q

¯
D. Step 4 (Run QSPA)

In this paper, we use Fast Fourier Transform (FFT) based

q-ary Sum Product Algorithm (QSPA) [22] for decoding

NB-LDPC code, however, we can use any other reduced-

complexity algorithm for this purpose. Once the detector

produces extrinsic information El
S , it is fed to FFT-QSPA

LDPC decoder. In the decoding process, the decoder computes

syndrome vector after every iteration as shown in Fig. 4. The

decoding is terminated if either syndrome vector is zero or

decoder has reached maximum allowed iterations Itermax.

The output from the decoder unit is referred as extrinsic

information which is further utilized and sent back to detector

unit in case the syndrome check is not satisfied.

E. Step 5 (Unsuccessful Decoding - Read Memory)

Based on the syndrome check, we will read the memory

page multiple times. The next read will yield a new realization

of threshold voltage which when combined with detection and

decoding process will improve the system error performance.

In [23], it has been shown that reading a memory page multiple

times, results into threshold voltage fluctuation as shown in

Fig. 6. Traps generated at Tunnel Oxide by excessive P/E

cycling can easily gain/loose electrons which cause variations

in the read voltage around the mean value. Thus higher P/E

operations will result into more threshold voltage instability.

Fig. 6: Illustration of threshold voltage instability between

multiple memory read operations as presented in [23].

Fig. 7: Visualization of iterative detection and decoding mech-

anism: extrinsic information I lS
prq

produced by NB-LDPC

decoder is used with cell state probability Pi,j
kprq at detector

to produce updated extrinsic information ES
lprq.

The author in [24], [25] has presented mathematical descrip-

tion for the fluctuation of sensed voltage between multiple

read operations. According to the author, multiple read oper-

ations of same flash cell may provide different realization of

threshold voltage due to the possibility of traps to change their

state in subsequent memory reads. Considering independent

RTN effect between two read operations, we compute the cell

state probability according to Step 2 using new realization of

threshold voltage Vth
kp2q. The detector unit receives this new

cell state probability along with extrinsic information from

LDPC decoder and produces updated aposteriori information

which is further sent to QSPA decoder as shown in Fig. 7.



V. COMPUTER SIMULATIONS

We have performed monte-carlo simulations to demonstrate

the effectiveness of proposed decoding scheme using the

following flash parameters:

V00 “ 1.4, V01 “ 2.6, V10 “ 3.8, V11 “ 3.2 (mean threshold

voltage of erased and programmed states respectively).

σe “ 0.35 (standard deviation of erased state). ΔVPP “ 0.2
(ISPP step voltage). λ “ 0.00025 pPEq0.5 (λ is RTN

distribution parameter and PE is program/erase cycle count).

NB-LDPC over GF p4q with N “ 2272 (LDPC frame

length), Itermax “ 15 and R “ 0.9014 (LDPC code rate).

Fig. 8. shows the BER performance of simulated NAND

flash memory using unquantized threshold voltage for 1, 2

and 3 memory read operation. We can observe that, with

more memory read operations, the endurance of flash memory

can be improved. We can interpret this as with multiple read

operations, the flash memory can handle more P/E cycles while

maintaining the same BER performance. Since the proposed

decoding technique caters RTN problem, it yields more coding

gain at high RTN region as also evident from the simulation

results. In Fig. 9, we have plotted the frame error rate (FER)

corresponding to 1, 2 and 3 read operations with unquantized

information.

From the practical implementation perspective, the acqui-

sition of unquantized information (infinite-level quantization)

is not possible since it involves extensively large number of

quantization levels which incur unbearable memory sensing

latency. Therefore, we have also plotted BER and FER per-

formance for 15-level and 30-level quantization as shown in

Fig. 10 and Fig. 11 respectively. The quantization boundaries

are obtained by uniformly dividing the overlapping region

between two adjacent cell distributions as explained in [26]. In

Fig. 12 and Fig. 13, we have shown the average memory read

operations and average LDPC decoder iterations consumed

per LDPC frame for our proposed iterative detection and

decoding scheme. Since we only read memory multiple times

when previous decoding round has failed, we have very few

subsequent memory reads. As the flash memory undergoes

more P/E cycles, it will also increase both average read

operations (sensing latency) and LDPC decoder iterations.

VI. TRADE-OFF BETWEEN PERFORMANCE AND LATENCY

In this section we present the trade-off between the per-

formance gain and extra latency corresponding to multiple

memory read operations. This discussion is based on fixed

BER level at 10´6. In Fig. 14, we can observe that with

multiple read operations, the flash memory can endure more

P/E cycles while maintaining the same error performance. In

Fig. 15, we have plotted the average increase in memory

lifetime. This lifetime increase is defined as more number

of P/E operations the device can withstand(P/E gain) for the

same error performance. As an example, with second memory

read operation, the 15-level quantization scheme can extend

the operational lifetime of NAND flash upto 11K P/E cycles.
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Fig. 8: Simulation result of bit-error-rate performance using 1,

2 and 3 read operations with infinite-level quantization.

Similarly, third memory read can further improve the memory

endurance by 3K P/E cycles. We can observe that, the second

memory read provides more significant gain as compared with

subsequent read operations. In order not to offset the extra

memory sensing latency, we have shown the increased read

latency as we perform more read operations in Fig. 16. This

figure presents average number of memory reads performed

to obtain the given BER. For example, the blue bars show

the average latency incurred when maximum of two read

operations are set only because the first read operation results

into unsuccessful LDPC decoding. We notice that when 15-
level quantization is used, the 2-read operation introduces

around 0.5% of additional latency compared with 1-read case.

If one read operation requires 25nsec of time, then our scheme

would add extra memory sensing latency of 0.125nsec which

is quite acceptable in comparison with improvement in system

performance.

VII. CONCLUSION

We have presented iterative detection and decoding scheme

for MLC NAND flash using multiple memory read operations.

The presented algorithm caters RTN related problem espe-

cially when the flash device undergoes large number of P/E

cycles. The proposed technique is applied to simulated NAND

flash channel using NB-LDPC code over GF p4q. The iterative

detection and decoding is implemented by using extrinsic

information from NB-LDPC decoder along with new threshold

voltage realization obtained from multiple read operations. The

improvements are evident from simulation results which shows

that the lifespan of flash memory can be extended by more than

10K P/E cycles with an additional memory read operation for

BER “ 10´6. We have also presented the trade-off between
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Fig. 9: Simulation result of frame-error-rate performance using

1, 2 and 3 read operations with infinite-level quantization.
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Fig. 10: Simulation result of bit-error-rate performance using

1, 2 and 3 read operations with 15-level and 30-level quanti-

zation.

performance and memory sensing latency. With a gain of 11K
P/E cycles at BER “ 10´6, the extra memory sensing latency

is only around 0.5%. We expect that the proposed system-level

decoding technique can be used to handle large P/E cycles

and can prolong the operational lifetime of MLC NAND flash

memory.
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Fig. 11: Simulation result of frame-error-rate performance

using 1, 2 and 3 read operations with 15-level and 30-level
quantization.
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