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Abstract—A new group delay representation, which yields
value zero for periodic signals irrespective to the initial phase
and the relative level of each harmonic component. This new
group delay representation provides a unified basis for defining
“aperiodicity” in speech sounds. For example, the periodic to
noise ratio or harmonic to noise ratio is directly derived from
the deviation of this group delay representation from value zero,
after removing FM effects of harmonic frequencies and removing
AM effects of harmonic component level. The derived deviation
is combined with estimated excitation duration information and
used to design aperiodic components of excitation source for
high-quality synthetic speech. The proposed group delay repre-
sentation is based on F0-adaptive weighted average of frequency
shifted versions and temporally shifted versions of group delays
with power spectral weighting.

I. INTRODUCTION

Combination of the new group delay representation [1] and
group delay-based compensation [2] provides a unified basis
for analyzing aperiodic aspects of speech sounds. Deviation
from pure periodicity in voiced sounds plays important roles in
speech communication. Temporal variation of F0 (fundamental
frequency) is the primary carrier of prosodic information.
Expressive voices in singing or theatrical performances use
aperiodic aspects very effectively [3]. Speakers’ emotional
states also affect voice apperiodicity and are directly (some-
times unconciousely) perceived by listeners. However, despite
of the importance, it has been very difficult to analysis,
represent and design the voice aperiodicity in a unified and
mathematically well defined framework.

The new group delay representation enables to introduce a
simple and powerful strategy, the null method, because the rep-
resentation yields value zero for periodic signals irrespective to
the initial phase and the level of each harmonic component.
The magnitude of deviation from zero of this group delay
representation, after removing known biasing factors such as
AM and FM by fine tuning parameters of these modulations

to minimize the deviation, provides the magnitude of aperi-
odicity which are not represented by these modulations. This
magnitude of deviation is directly corresponds to the power
ratio of the periodic component to the random component, in
other words, the harmonic to noise ratio.

Since this measure is not affected by the initial phase
and the level of each harmonic component, a complementary
measure which represents temporal distribution of aperiodic
component is necessary for representing and designing the ex-
citation source signals. Duration of the windowed signal with
minimum phase group delay compensation [2], [4] provides
this information. Note that temporal distribution of aperiodic
component has significant perceptual effects, especially for
male voices, in terms of temporal masking level (sometimes
the effect exceeds 20 dB) [5].

The primary motivation of this investigation is to revise
the representation of the aperiodic component of TANDEM-
STRAIGHT [6], a speech analysis, modification and resyn-
thesis framework, based on a solid conceptual as well as
methodological ground. The framework is based on temporally
static representations of periodic signals, such as power spec-
trum and instantaneous frequency [7]. Introduction of this new
group delay representation makes all modules of TANDEM-
STRAIGHT temporally static.

This article mainly focuses on the new temporally static
group delay, since the idea and the formulation are novel and
fundamental. Temporal distribution of the aperiodic power and
its application are briefly discussed and their details are left
for future investigations.

II. TARGET SYSTEM OF THE PROPOSED REPRESENTATIONS

TANDEM-STRAIGHT is a speech analysis, modification
and synthesis framework primarily designed for providing
flexible tools for speech perception research [8]. Input speech
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Fig. 1. Schematic diagram of TANDEM-STRAIGHT structure. The portion
sorrounded by dashed square indicates the target of this manuscript

Fig. 2. Overview of the aperiodicity extraction and the proposed method

signals are analyzed to yield the source and spectral represen-
tations. The source representations consist of F0 and aperiodic
information, which is the target topic of this manuscript. Fig-
ure 1 shows the schematic diagram of TANDEM-STRAIGHT
and the target.

Continuing expansion of TANDEM-STRAIGHT-based ap-
plications, such as morphing [9], [10], [11], [12], [13], made
requirement on speech quality of the manipulated sounds
more demanding and clarified weakness of the current rep-
resentations used. The most crucial issue is excitation source
representations, especially non-periodic components [4], [3],
[14].

Figure 2 shows overview of the revised aperiodicity ex-
traction system for TANDEM-STRAIGHT. HNR value is
calculated by the procedures in the left box using the proposed
group delay representation. Details of the procedure in the box

are illustrated in Figure 8.

III. BACKGROUND AND RELATED WORKS

A number of high-quality speech analysis, modification and
synthesis frameworks have been introduced [15], [16], [17],
[6], [18]. Discarding phase information makes such systems
more flexible usually with a cost of quality degradation.
Flexibility centered design of STRAIGHT1 makes it more
vulnerable to this issue than the other systems.

Modular structure of STRAIGHT allows using different
types of excitation representations to generate output signals.
Harmonic plus noise with phase control extension [19] and a
cross synthesis VOCODER application [20] are such exam-
ples. Other source representations [15], [17], [21], [22], [23],
[24], [18] based on other systems can also be used as the input
to synthesis subsystem of STRAIGHT, since it is implemented
as an approximate time varying filter in those examples [19],
[20]. Such STRAIGHT-based hybrid systems may make syn-
thesized sounds sound better possibly with a cost of reduced
flexibility. However, instead of seeking such possibilities, this
article tries to explore flexibility enhancement by introducing
unified model of excitation source based on interference-
free representations and reliability bounds posed by TB (time
bandwidth) product [25].

For highly flexible manipulations, for example morphing,
simple parameterized signal models are desirable. At first
glance, quality and flexibility are in trade-off. However, taking
into account of perception of temporal fine structures [26], [5],
[27], a simple pulse plus time-frequency shaped noise model
may provide a counter example, based on the proposed new
group delay representation and temporal shaping of aperiodic
energy. The proposed representation is applicable to both pulse
or epoch [22] based models and sinusoid based models.

IV. STATIC REPRESENTATIONS OF PERIODIC SIGNALS

This section briefly summarizes three interference-free rep-
resentations. Interference-free representation of power spectra
of periodic signals [28] enabled separation of filter information
and source information of speech sounds and provided the
foundation of STRAIGHT. Interference-free representation of
instantaneous frequency of periodic signals [7] provided F0
refinement procedure with fine temporal resolution and high-
fidelity trajectory tracking [29]. Interference-free representa-
tion of group delay of repetitive signals [30], was introduced
but was not been effectively used.

This article extends this group delay representation to be
dually inteference-free, in other words, it does not have
periodic variations both in the time and the frequency domain.
Moreover, this extended representation yields constant zero
for all frequency range, when the signal is periodic. Since all
these representations share the same strategy, power spectral
representation is discussed first.

1STRAIGHT represents both STRAIGHT [16] and TANDEM-
STRAIGHT [6] afterwards. When distinction is necessary, they are
represented as legacy-STRAIGHT and TANDEM-STRAIGHT respectively.



A. Power spectrum

Let T0 represent fundamental period of a periodic signal,
the following equation provides power spectral representation
PT (ω, t), which does not have temporally varying compo-
nent: [28], [6]

PT (ω, t) =
P

(
ω, t + T0

4

)
+ P

(
ω, t − T0

4

)
2

, (1)

where P (ω, t) represent the short term power spectrum using
a time window centered at time t. The main idea behind this
is that the temporal variation of power spectra caused by the
interference of adjacent harmonic components is sinusoid (co-
sine) of period T0 and can be cancelled out by the component
having the opposite polarity [28].

This temporally static representation of power spectra still
has periodic variations on the frequency domain reflecting har-
monic structure. A F0-adaptive smoothing and compensating
operation based on consistent sampling [31] is introduced to
remove this variations while preserving levels at harmonic
frequencies unaltered. The following approximate implemen-
tation based on cepstral liftering effectivey perform the de-
sired function and yields the time-frequency representation
PST (ω). This power spectral representation PST (ω) is called
STRAIGHT-spectrum. (Variable t is not shown here for visual
simplicity.)

PST (ω)=exp
(
F−1

[(
q̃0+2q̃1 cos

(
2πτ

T0

))
g(τ)C(τ)

])
, (2)

where C(τ) represents the cepstrum of TANDEM-spectrum
PT (ω, t). One of the following lifters are used for g(τ) .

g1(τ) =
sin(πf0τ)

πf0τ
= F [h1(ω)] (3)

g2(τ) =
(

sin(πf0τ)
πf0τ

)2

= F [h2(ω)], (4)

where g1(τ) corresponds to the rectangular smoother (h1(ω) ;
width is 2πf0) used in TANDEM-STRAIGHT and f2(τ)
corresponds to the triangular smoother (h2(ω) ; base width
is 4πf0) used in legacy-STRAIGHT.

B. Instantaneous frequency

The following average of instantaneous frequencies ωi(ω, t)
weighted by power spectra provides an instantaneous fre-
quency representation ωiT (ω, t), which does not have tem-
porally varying component: [7]

ωiT (ω, t) =
P (+)ωi

(
ω, t+ T0

4

)
+ P (−)ωi

(
ω, t− T0

4

)
P (+) + P (−)

(5)

where P (+) represents P
(
ω, t + T0

4

)
and P (−) represents

P
(
ω, t − T0

4

)
. Note that the denominator of (5) is the

interference-free power spectrum PT (ω, t) defined by (1)
multiplied by 2. Interference-free behavior is proven [7] by
using Flanagan’s instantaneous frequency equation [32].

C. Group delay: removing frequency interference

Group delay τd(ω, t) is complementary to instantaneous
frequency (for example [33]). This duality led to the following
representation of group delay τdF (ω, t), which does not have
interferences in the frequency domain caused by multiple (this
time two) events: [30]

τdF (ω, t) =
P (U)τd

(
ω+ ω0

4 , t
)

+ P (D)τd

(
ω− ω0

4 , t
)

P (U) + P (D)
, (6)

where P (U) represents P
(
ω + ω0

4 , t
)

and P (D) represents
P

(
ω − ω0

4 , t
)
. Periodicity interval ω0 = 2π/T0 on the fre-

quency axis is determined by the temporal interval T0 between
the events. Lengthy derivation of interference-free behavior of
τdF (ω, t) is given in [30]. Since group delay is the main topic
of this article, outline of the derivation is given below.

The group delay is defined by the negative frequency
derivative of the phase of X(ω, t), the short term Fourier
transform of a signal. It is equivalent to calculate the derivative
of the imaginary part of the log-converted short term spectrum
log(X(ω, t)).

−τg =
d ℑ [log(X(ω, t))]

dω
= ℑ

[
1

X(ω, t)
dX(ω, t)

dω

]

=
ℜ[X(ω, t)]ℑ

[
dX(ω,t)

dω

]
−ℑ[X(ω, t)]ℜ

[
dX(ω,t)

dω

]
|X(ω, t)|2

, (7)

where |X(ω, t)|2 is also the power spectrum P (ω, t). This
equation is the counterpart of the Flanagan’s equation, in case
of group delay. Substituting X(ω, t) and Xd(ω, t) defined
below:

X(ω, t) =
∫ ∞

−∞
w(τ)x(τ − t)e−jωτdτ (8)

Xd(ω, t)=
dX(ω, t)

dω
= −j

∫ ∞

−∞
τw(τ)x(τ−t)e−jωτdτ, (9)

into (7) yields efficient calculation of group delay by: It leads
to the following computationally efficient equation:

− τg(ω, t) =
ℜ[X(ω, t)]ℑ[Xd(ω, t)]−ℑ[X(ω, t)]ℜ[Xd(ω, t)]

|X(ω, t)|2
, (10)

where X(ω, t) and Xd(ω, t) are defined below:

X(ω, t) =
∫ ∞

−∞
w(τ)x(τ − t)e−jωτdτ (11)

Xd(ω, t)=
dX(ω, t)

dω
= −j

∫ ∞

−∞
τw(τ)x(τ−t)e−jωτdτ. (12)

Note that the weights P (U) and P (D) in (6) cancel out
with the denominator of (10) and that the denominator of (6)
does not have periodic variation on the frequency axis. These
make inspection on the denominator unnecessary. Substituting
(10) to (6) and using the identity (sin2 θ + cos2 θ = 1) shows
that the periodic variation of group delay on the frequency
axis caused by multiple excitation effectively vanishes [30].
However, unlike power spectrum and instantaneous frequency,



the proposed interference-free representation of group delay
τdF (ω, t) was not very successful in speech applications [30].
This inefficacy is caused by the huge dynamic range of speech
spectra, because interference suppression requires that the
denominator P (U)+P (D) is changing smoothly and gradually
in terms of ω. This is not the case for vowels.

D. Group delay: removing time-frequency interference

The interference-free representation of group delay
τdF (ω, t) defined by (6) still has periodic interference in the
time domain when periodic signals are analyzed. Similar to the
interference-free power spectra and instantaneous frequencies,
calculating weighted average of τdF (ω, t) calculated at two
points T0/2 apart may suppress the temporal interferences
in τdF (ω, t). A group delay representation τdD(ω, t) that is
interference-free in the both time and frequency domains is
defined below:

τdD(ω, t)=
PB+τdF

(
ω, t+ T0

4

)
+PB−τdF

(
ω, t− T0

4

)
PB++PB− , (13)

where PB+ represents P
(
ω+ ω0

4 , t+ T0
4

)
+P

(
ω− ω0

4 , t+ T0
4

)
and PB− represents P

(
ω+ ω0

4 , t− T0
4

)
+ P

(
ω− ω0

4 , t− T0
4

)
.

When the signal is periodic, τdD(ω, t) = 0 effectively holds.
This equation is conceptually simple and computationally
efficient.

E. Determination of windowing function and parameters

Unfortunately, this dually interference-free representation
τdD(ω, t) does not suppress both interferences perfectly. Nu-
merical optimization was conducted for determining the time
windowing function and related parameters. The cost function
L for this tuning is defined below:

L2 =
1

S(Ω, T )

∫
Ω

∫
T

|τdD(ω, t)|2dtdω, (14)

where S(Ω, T ) represents the measure defined by the set of
temporal observation T and the frequency region Ω. Note that
the cost L represents spread of the calculated group delay in
time (duration).

The periodic component xp(t) of the test signals were
generated by using following equation.

xp(t) =

⌊
fs
2f0

⌋∑
k=0

ak cos (2πkf0t + ϕk) , (15)

where fs represents the sampling frequency, f0 represents the
fundamental frequency, ak represents the amplitude of the k-
th harmonic component, and ϕk represents the initial phase of
the k-th harmonic component. A test signal x(t) is prepared
by mixing a periodic component and a Gaussian white noise
xn(t) by assigning mixing weight for each component.

x(t) = cpxp(t) + cnxn(t), (16)

where cp and cn represent mixing weights for the periodic
component and the random component respectively. In this
simulation T0 = 0.01 s (f0 = 100 Hz) is used. For the
frequency range, Ω = [0, fs/4] was used in this simulation.

Fig. 3. Window size and cost L for different windows. Upper plot represents
the results for 100 Hz periodic signal with random initial component phases
which uniformly distribute in [0, 2π). The window size is represented in terms
of the effective rectangular window duration. The lower plot shows results for
Gaussian random input.

Fig. 3 shows the cost function values for Hann [34],
Blackman [34], Nuttall [35]2, Kaiser [34], [36] (α = 10)
and Gaussian (width is 4σ) windows in terms of the effective
rectangular window length ERW defined below.

ERW =


∫ TW /2

−TW /2

t2w2(t)dt∫ T0/2

−T0/2

t2dt

∫ TW /2

−TW /2

w2(t)dt


1
2

, (17)

where T0 = 1/f0 represents the fundamental period and
TW represents the nominal window length of the windowing
function w(t).

2The 12th item in Table II of this reference is used here. It is different from
the Matlab function nuttallwin.



The upper plot of Fig. 3 shows the results for cn = 0 and the
lower plot shows the results for cp = 0. The initial phase ϕk

of each harmonic component is sampled from the uniform dis-
tribution in [0, 2π). For the observation set T , 50 observations
(10 locations in one cycle for 5 different initial phase settings)
were used for upper plot and 200 independent observations
were used for lower plot. Note that at ERW = 1.1, the cost
function value for periodic signals is about 300 times smaller
than that for random signals when Nuttall or Kaiser windowing
function is used. At ERW = 1, Kaiser window provides
the best cost for periodic signals, which is about 150 times
smaller than that for random signals. These cost differences
between periodic signals and random signals are large enough
to evaluate deviation from pure periodicity accurately and can
be applicable to design aperiodic components in excitation
signals. This is a significant improvement from our previous
report [1] on a temporally static group delay representation,
where only Hann window was evaluated. (The cost for periodic
signal is only 25 times smaller than that for random signal
when Hann window is used.)

It is important to note that to attain the same perfor-
mance at ERW = 1.1, Kaiser window needs 10% shorter
window length than that of Nuttall window. It reflects the
fact that Kaiser window [34], [36] is an approximation of
prolate spheroidal wave function, which provides the best
time-frequency uncertainty when support of the function is
bounded [37]. Based on these factors, we decided to rely on
Kaiser window in the following sections.

F. Behavior of the static group delay

An example snapshot of a visualization movies is shown
in Fig. 4. The movie which is the source of this snap shot is
designed to illustrate behavior of the proposed group delay.

In the following subsections, this type of snapshots are ex-
tensively used to introduce behaviors of the proposed method
for different types of input signals. The snapshot consists of
the following panels to display intermediate representations
and the proposed static group delay representation.

Waveform and windowing functions:
The top left panel shows the input signal and
time windows. The thick green line represents the
windowing function which is used to calculate the
phase spectrogram below. The other two windows
represented using thin green and red lines represent
windows actually used to calculate the static group
delay.

Phase spectrogram:
The bottom left panel shows the phase spectrogram.
Phase values are represented using pseudo color
scheme. In this example, the color continuously
changes in the following order; red, yellow, green,
cyan, blue, violet and red according to the phase
value. The first red corresponds to the phase value
0 and the last red corresponds to the phase value
2π. The horizontal time axis is aligned with the
waveform panel so that the phase calculated by using

Fig. 4. Integrated display of the static group delay with additional intermediate
information. The test signal is a periodic signal consisting of harmonically
related sinusoids with random initial phase (f0 = 100 Hz) and the same
amplitude.

the time window displayed on the left top panel is
pasted on the center of this phase spectrogram. The
vertical frequency axis is aligned with the power
spectra and the group delay panels placed on the
right side.

Power spectra:
The bottom center panel shows two power spectra
(thin green and red lines) and the TANDEM spec-
trum (thin black line) and the STRAIGHT-spectrum
(Thick blue line) calculated using the two time
windows in the waveform panel.

Group delay representations:
The bottom right panel shows two group delays (thin
green and red lines) which are calculated using the
center window shown in the waveform panel for
illustration purpose. It also displays the averaged
group delay (thin black line) using frequency shifted
versions of power spectra. The static group delay
is represented using a thick blue line. Note that it
visually matches to the vertical line located on the
center.

Analysis conditions:
The top center panel lists parameter settings used to
calculate displayed results.

Windowing function for frequency shifted group delay:
The top right panel displays shape of windowing
functions used to calculated the frequency shifted
group delay shown in the green and red thin lines
in the group delay panel.

The source movie of Fig. 4 illustrates that the proposed
group delay (thick blue line in the bottom right panel) does
not move and stays at 0 ms. This represents that the input
signal is locally highly periodic.



Fig. 5. Costs for HNR conditions using the Nuttall window with the nominal
length 3.1629T0 (1.1 in ERW ) and Kaiser window with the nominal length
2.8759T0 (1.1 in ERW ).

1) Insensitivity to the initial phase: Figure 3 shows that the
proposed group delay representation is effectively independent
on the initial phase of each harmonic component when the
level of each harmonic component is constant. Fig. 4 shows
a snapshot for the input periodic signal with random initial
phase. The signal was generated by setting the initial phase
of harmonic components {ϕk}k∈Z , (Z = {0, . . . ,

⌊
fs

2f0

⌋
}) in

(15) using samples from the uniform distribution in [0, 2π).
The movie shows that the proposed group delay (thick blue
vertical line in the bottom right panel) does not move and stays
at 0 ms while signal looks random due to phase randomization
and the thin black line in the group delay display moves
periodically. This illustrates insensitivity of the proposed group
delay to the initial phase of harmonic components. These
results suggest that deviation from 0 in the proposed group
delay can be used as an objective measure of aperiodic
components. This idea is explored in the following section
for designing excitation source aperiodicity.

V. EXCITATION SOURCE DESIGN

In this section, a design procedure of the aperiodic com-
ponent is introduced based on simulation of each constituent
functions. The most important function is HNR (harmonic to
noise ratio) design based on the observed cost.

Fig. 5 shows the relation between HNR and the cost function
for a Nutall window and a Kaiser window with the same
effective window length (ERW = 1.1). They are closely
overlapped and virtually parallel to −20 dB/oct log-linear
decay. This indicates that HNR can be directly obtained from
the cost L using a simple linear conversion for a reasonably
wide HNR range. The nominal window length of Kaiser is
about 9% shorter than that of Nuttall window. It implies that
Kaiser window is preferable because it provides equivalent
performance using fewer samples of data. Note that these

Fig. 6. Costs cumulative distribution as a function of bandwidth. Input signals
are Gaussian noise. Kaiser window with 1.1ERW is used (T0 = 0.01 s).

results are averaged value based on many observations. Appli-
cation to excitation design requires reliability in a temporally
single observation.

Fig. 6 shows cumulative distribution of the cost L and the
modified cost function Ld as functions of frequency bandwidth
(width of S) in case of single observation in time. The
modified cost function Ld is defined below.

L2
d =

1
S(Ω, T )

∫
Ω

∫
T

∣∣∣∣dτdD(ω, t)
dω

∣∣∣∣2 dtdω, (18)

where the frequency range Ω was selected from one of octave
bands prepared by halving whole frequency range recursively.
([fs/4, fs/2], [fs/8, fs/4], . . . , [fs/128, fs/64]) Note that
for the widest band, about 90% of observations yield the
cost value L within ±10% around the averaged value, which
is represented using a thin blue vertical line in the plot.
Distributions of L and Ld are close to each other. Only major
difference is the average value.

Fig. 7 shows the standard deviation and average of the cost
L and the modified cost Ld. These figures show the test results
of 1579 independent single observations. Note that the average
value of costs L and Ld are independent from the bandwidth
and equal to those in Fig. 5.

A. Processing strucuture

Fig. 8 illustrates the schematic diagram of the proposed
method for designing aperiodic component of the excitation
source. The procedure consists of the preprocessing, static
group delay calculation, and post processing.

The band-wise processing in Fig. 8 calculates effective
durations of aperiodic components using LOCT (ω, t) and
LdOCT (ω, t), which are defined by the following equations
based on the static group delay and its frequency derivative,



Fig. 7. Standard deviation and average of cost L as a function of bandwidth.
Input signals are Gaussian noise. Kaiser window with 1.1ERW is used (T0 =
0.01 s).

Fig. 8. Schematic diagram of the processing structure.

respectively.

L2
OCT (ω, t) =

∫ ωH

ωL

PST (ν, t)τ2
dD(ν, t)dν∫ ωH

ωL

PST (ν, t)dν

, (19)

L2
dOCT (ω, t) =

∫ ωH

ωL

PST (ν, t)
(

dτdD(ν, t)
dν

)2

dν∫ ωH

ωL

PST (ν, t)dν

, (20)

ωL =
ω√
2
, ωH = ω

√
2,

Fig. 9. Cost L to harmonic amplitude variations. The horizontal axis represents
standard deviation of harmonic amplitude variations in terms of dB. The
upper line represents the results without spectral equalization. The lower
line represents the results with spectral equalization based on STRAIGHT
spectrum.

B. Preprocessing for parameter extraction

The derivation of the proposed group delay representation
assumes that there exist no AM or FM and all harmonic
components have the same amplitude. These do not hold for
speech. A set of preprocessing procedures were introduced to
modify the input signals to reduce these discrepancies. The
following subsections provides descriptions of each required
preprocessing procedure.

1) Spectral equalizaton of the harmonic amplitudes: Fig. 9
shows the dependency of the cost function L to the amplitude
variations of harmonic components of periodic signals defined
by (15). The horizontal axis of Fig. 9 represents the amplitude
variation in terms of dB. Gaussian distribution was used to
randomize the amplitudes of harmonic components. The initial
phase distribution is the same to Fig. 4. For each amplitude
condition, 600 independent observations were simulated.

Upper line in Fig. 9 represents the results without spectral
equalization. It illustrated that the cost L deteriorates by in-
troducing amplitude variation of harmonic components. Lower
line represents the results with spectral equalization using the
inverse filter designed based on the STRAIGHT-spectrum of
the input signal. The lifter coefficient q̃1 is numerally adjusted
to minimize the cost L using the cepstrum liftering in (3).

The results indicates this equalization effectively suppresses
this deterioration up to 25 dB amplitude variations of har-
monic component. Maximum suppression level of L,1/100 is
observed at this point.

Fig. 10 shows a snapshot of the movie with the amplitude
and phase randomized input. The thick blue line of the bottom
center panel shows the STRAIGHT-spectrum, which is used
to design the preprocessing equalizer. The final result, the
proposed group delay, also does not move and stays at 0 ms.



Fig. 10. Integrated display of the static group delay with additional inter-
mediate information. The test signal is a periodic signal consisting of har-
monically related sinusoids with random initial phase and random amplitude
(f0 = 100 Hz).

This illustrates effective insensitivity of the proposed group de-
lay with relevant preprocessing, STRAIGHT-spectrum-based
spectral equalization.

2) Suppression of AM effects: Amplitude variation also
make the cost L deteriorate. The following equation is used
to generate test signals xAM (t) with amplitude modulation.

xAM (t) = a(t)

⌊
fs
2f0

⌋∑
k=0

cos (2πkf0t + ϕk) , (21)

a(t) = (1 + cAM sin (2πfmt)) , (22)

where cAM represents the amplitude modulation depth and fm

represents the frequency of the amplitude modulation.
Fig. 11 shows a snapshot of a visualization movie of AM

signal input. It is a periodic signal with random initial phase
setting of harmonic components. The modulation frequency
fm was 8 Hz and the modulation depth cAM was 0.5. The
waveform display of the snapshot clearly indicates rapid
amplitude decay. The group delay display shows that the final
static representation is shifted left (Energy centroid at each
frequency, in other word, group delay, is biased backward
because of the amplitude decay.).

3) Suppression of FM effects: Temporal variation of the
fundamental frequency of the test signal also make cost L
deteriorate. The following equation was used to generate test
signals xFM(t) with frequency modulation of the fundamental
frequency.

xFM(t) =

⌊
fs
2f0

⌋∑
k=0

ak cos (ϕk + kθ(t)) , (23)

θ(t) =2π

∫ t

0

exp [(1+cFM sin(2πfmτ)) log(f0)] dτ, (24)

Fig. 11. Integrated display of the static group delay with additional intermedi-
ate information. The test signal is a periodic signal consisting of harmonically
related sinusoids with random initial phase and applied AM with the following
parameters (fm = 8 Hz, cAM = 0.5).

Fig. 12. Effect of AM and performance of AM supperssion.

where cFM represents the frequency modulation depth and
fm represents the frequency of the fundamental frequency
modulation.

4) Natural speech example: Fig. 15 shows an integrated
display view of an analysis example of Japanese /a/ spoken by
a male speaker. In this case, the static group delay represented
by a thick blue line in the bottom right panel stays close
to zero, even without AM and FM compensation, possibly
because the signal is a sustained phonation.

VI. DISCUSSION

The proposed group delay provides objective and quantita-
tive means to represent deviation from periodicity in terms of
HNR, since periodic signal yields constant output value zero.
Effective insensitivity to phase and level of each harmonic



Fig. 13. Integrated display of the static group delay with additional intermedi-
ate information. The test signal is a periodic signal consisting of harmonically
related sinusoids with random initial phase and applied FM with the following
parameters (fm = 8 Hz, cFM = 1

12
log 2).

Fig. 14. Effect of FM and performance of FM supperssion.

component is a unique and valuable feature of the proposed
representation. In addition of this feature, effects of known
types of deviations such as AM and FM effects can be removed
by introducing preprocessing procedures. These are useful for
designing excitation source for resynthesis together with a
group delay-based compensation, which is discussed in other
articles [2], [4].

VII. CONCLUSIONS

A unified approach for designing aperiodic aspects of
excitation source signals for high-quality speech analysis,
modification and synthesis systems is introduced based on
specially designed group delay representations. The temporally
static group delay representation provides objective means

Fig. 15. Integrated display of an analysis example of sustained vowel /a/
spoken by a Japanese male speaker. Fundamental frequency of this example
is 120 Hz.

for designing frequency distribution of aperiodicity and group
delay-based compensation provides means to design temporal
distribution of aperiodic energy. A series of systematic tests us-
ing subjective quality evaluation of synthesized speech sounds
is currently undertaken.
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