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Abstract—The word-to-vector (W2V) technique represents
words as low-dimensional continuous vectors in such a way that
semantic related words are close to each other. This produces
a semantic space where a word or a word collection (e.g., a
document) can be well represented, and thus lends itself to a
multitude of applications including document classification. Our
previous study demonstrated that representations derived from
word vectors are highly promising in document classification
and can deliver better performance than the conventional LDA
model. This paper extends the previous research and proposes to
model distributions of word vectors in documents or document
classes. This extends the naive approach to deriving document
representations by average pooling and explores the possibility
of modeling documents in the semantic space. Experiments on
the sohu text database confirmed that the new approach may
produce better performance on document classification.

I. INTRODUCTION

The increasingly accumulated text documents on the In-
ternet require effective document classification techniques. A
typical document classification system is composed of four
components: text pre-processing, document vector extraction,
discriminative modeling and document classifier. Among these
components, the document vector extraction component is
particularly important. Since different documents may involve
different numbers of words, it is not trivial to represent
a variable-length document as a fixed-length vector while
keeping the most class discriminant information.

A popular approach to document vector extraction is based
on various topic models. This approach first represents a
document as a raw vector (e.g., TF-IDF), and then learns a
group of topics B = {β1, β2, ...βK} based on the raw vectors
of a large corpus. A document is then represented by the image
vector of its raw vector projected onto the topic group B. Typ-
ical methods based on topic models include Latent Semantic
Indexing (LSI) [1] and its probabilistic version, probabilistic
Latent Semantic Indexing (pLSI) [2]. A more comprehensive
approach is based on the Latent Dirichlet Allocation (LDA)
model [3], which places a Dirichlet distribution as a prior on
the topic distribution over B, and a document is represented
by the posterior distribution that the document belongs to
topics in B. The LDA-based approach usually delivers highly
competitive performance on a number of NLP tasks including
document classification, partly due to its nature of embedding
documents in the low-dimensional semantic (topic) space.

Despite the considerable success on document classification,
the LDA model suffers from a number of disadvantages. First,

LDA learns semantic clusters based on word co-occurrences,
which ignores semantic relevance among words and therefore
is still a bag-of-words model. Second, the learning and infer-
ence process is based on variational Bayesian approximation,
which is sensitive to the initial condition and is fairly slow.
Third, the topics learned by LDA is highly determined by
word frequencies, which leads to difficulty in learning with
less frequent but important topics.

In the previous study [4], we proposed a document clas-
sification approach based on word vectors and achieved very
promising results. Word vectors are continuous representations
of words derived from certain word-to-vector (W2V) model
such as a neural network. By this representation, semantic
or syntactic related words are located close to each other
in the word vector space [5]. A seminal work on word
vectors is conducted by Bengio and colleagues when studying
neural language modeling [6], and the following work involves
various W2V models and efficient learning algorithms [7],
[8], [9], [10], [11]. Recently, word vectors have been applied
to a multitude of applications, including sentiment classifica-
tion [12], biometric name entity extraction [13], dependency
parsing [14], synonyms recognition [15].

Although word vectors have exhibited great potential on
document classification in our previous work [4], the previous
methods were rather simple. Particularly, we used the simple
average pooling to extract document vectors, which ignores
the distribution of word vectors in a class or a document,
leading to less representative document vectors. This paper
extends the research on W2V-based document classification.
Basically, we argue that the distribution of word vectors is a
more appropriate representation than the pooled centroid for a
document or a class. Two models are presented in this paper:
a class specific Gaussian mixture model (CSGMM) which
models word vectors of a document class, and a semantic
space allocation (SSA) model which represents a document
as a posterior probability over a global GMM components in
the word vector space.

The rest of the paper is organized as follows: Section II
introduces the W2V-based document classification and com-
pares it with the LDA-based approach; Section III presents the
proposed statistical models for word vectors. The experiments
are presented in Section IV, and the paper is concluded by
Section V.
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II. W2V-BASED DOCUMENT CLASSIFICATION

A. Word vectors
Word representation is a fundamental problem in natural

language processing. The conventional one-hot coding rep-
resents a word as a sparse vector of size |V | and all the
dimensions are zeros except the one that corresponds to the
word. This simple presentation is discrete, high-dimensional
and does not embed any semantic relationship among words.
This often leads to much difficulty in model training and
inference, for example, the well-known smoothness problem
in language modeling [16].

An alternative approach embeds words in a low-dimensional
continuous space where relevant words are close to each other.
The ‘relevance’ might be in the sense of semantic meanings,
syntactic roles, sentimental polarities, or any others depending
on the model objectives [7], [8], [9], [10], [11]. This dense
and continuous word representation, often called word vector
(WV), offers a multitude of advantages: first, the dimension of
the vector is often much lower than the one-hot coding, leading
to much more efficient models; second, the word vector space
is continuous, offering the possibility to model texts using
continuous models; third, the relationships among words are
embedded in their word vectors, providing a simple way to
compute aggregated semantics for word collections such as
paragraphs and documents. For these reasons, word vectors
have been quickly adopted by the NLP community and have
been applied to a multitude of text processing tasks [17], [13],
[14], [15].

A simple and efficient W2V model that we choose in this
work is the skip-gram model [18], where the training objective
is to predict the left and right neighbours given a particular
word, as shown in Fig. 1. This model is a neural network
where the input is a token of word wi, denoted by ewi

. This
input token is mapped to its word vector cwi , by looking up
a embedding matrix U . This word vector, cwi

, is then used to
predict the word vectors of its left and right C neighbouring
words (C = 2 in Fig. 1).
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Fig. 1. Architecture of the skip-gram model.

Given a word sequence w1, w2...wN , the training process
maximizes the following objective function by optimizing the
embedding matrix U and the weights of the neural network:

1

N

N∑
i=1

∑
−C≤j≤C,j 6=0

logP (wi+j |wi)

where
P (wi+j |wi) =

exp(cwi+j
cwi

)∑
w exp(cwcwi

)
.

B. From word vector to document vector
Document classification largely relies on quality of the

document representations, or document vectors. The simple
vector space model (VSM) represents a document as a raw
TF-IDF vector, and the LDA-based approach, as well as other
approaches based on topic models, represents a document as
an image of the document’s raw vector on a topic group B.
Due to the semantic interpolation of the topics, LDA can learn
semantic relationships among words and thus usually delivers
considerably good performance on document classification [3].

The concept of word vectors offers a new approach to deriv-
ing document vectors. Since word vectors represent semantic
meanings of words1, and the meaning of a document can
be regarded as an aggregation of meanings of the words it
involves, document vectors can be derived from word vectors.

In the previous study [4], a simple average pooling approach
was proposed to derive document vectors from word vectors.
Letting ci,j denote the word vector of the j-th word token of
document i, the document vector vi can be computed as:

vi =
1

Ji

Ji∑
j=1

ci,j (1)

where Ji is the number of word tokens in the document.
Both the LDA-based approach and W2V-based approach

represent a document as a low-dimensional continuous vector,
and both embed semantic meanings in the vector. However,
there are a number of fundamental differences between them.
First, the LDA model learns the semantic group (topics) from
a collection of documents, and thus the topics are specific
to the training corpus; the W2V model learns the semantic
embedding for each word, and hence the semantic meaning
is ‘general’ for all documents in the same language. Second,
the LDA model extracts topics by inferring shared patterns
of word co-occurrences, hence purely frequency-driven; the
W2V model, in contrast, extracts word semantic meanings by
looking at context similarities, thus beyond a bag-of-words
model. Third, the LDA-based approach derives document vec-
tors from global topics and so can be regarded as a top-down
approach, whereas the W2V-based approach derives document
vectors from word vectors hence a bottom-up approach.

A number of experiments were conducted in [4] to inves-
tigate potential of the W2V-based approach and compare it
with the LDA-based approach. The results demonstrated that,
the W2V-based approach, even if represented by the simple
average pooling, can deliver highly competitive performance.
Actually, the W2V-based approach considerably outperformed
the LDA baseline on a 9 classification task, based on a public
database provided by sohu research center and using the naive
Bayesian (BN) classifier.

III. DOCUMENT CLASSIFICATION BASED ON WORD
VECTOR DISTRIBUTIONS

The average pooling approach (Eq. (1)) derives a document
vector as the centroid of the word vectors that the document
involves, which is simple and efficient but not ideal. An
obvious disadvantage is that the distribution of the word
vectors of a class or a document is overlooked. We argue that

1To make it more precise, word vectors learned by the skip-gram model
encode both semantic meanings and syntactic roles, though we do not
differentiate them in this paper.



the nuance semantic meaning of a class or a document should
be represented by the distribution of the word vectors that are
involved, and so document classification should be conducted
by modeling these distributions.

This section provides two classification approaches based
on word vector distributions. The first approach ignores the
document boundary and models the word vectors of each
class as a Gaussian mixture model (GMM); the classification
is then cast to a task of maximum posterior inference. The
second approach constructs a global GMM and derives a
document vector as the posterior probabilities over the GMM
components.

A. Class-specific GMM (CSGMM)

In this model our assumption is that the word vectors of a
document class follow a Gaussian mixture distribution and
can be modeled by a class-specific GMM (CSGMM). Let
the number of classes be K, and the number of Gaussian
components of each CSGMM to be M . The probability of a
word vector ci,j given by the CSGMM of class k is written
by:

pk(ci,j) =
∑
m

πk,mN(ci,j ; θk,m) (2)

where θk,m, πk,m are the Gaussian parameters and the prior
probability of the m-th component, respectively. These model
parameters can be estimated with the maximum likelihood (M-
L) criterion. Specifically, it involves maximizing the following
likelihood function:

Lk({θk,m}, {πk,m}) =
∏
i∈∆k

∏
j

∑
m

πk,mN(ci,j ; θk,m)

where ∆k represents the training documents of class k.
This optimization problem can be effectively solved by an
expectation-maximization (EM) procedure.

Once the CSGMMs are well trained, the class of a test
document d can be determined in a maximum posterior
fashion, formulated as:

l(d) = arg max
k

P (k|d)

where P (k|d) is the posterior probability that d belongs to
class k:

P (k|d) =
p(d|k)∑
r p(d|r)

(3)

=

∏
cj∈d pk(cj)∑

r

∏
cj∈d pr(cj)

where pk(c) is computed by Eq. (2). Note that this is a purely
generative approach, and the classification is based on the
generative models (CSGMMs) directly. Therefore, there are
no document vectors derived, and no additional discriminative
models used for classification.

B. Semantic space allocation (SSA)
A potential problem of the CSGMM approach is that

the document boundaries are ignored, which may lose some
document specific patterns. In addition, the pure generative
modeling itself tends to be less discriminative in classification
tasks. A possible improvement is to build a global GMM, and
then derive document vectors from the GMM components.
A discriminative classifier is finally employed to conduct
classification with the derived document vectors.

Specifically, a global GMM is built on the word vector
spaces with all the word vectors in the training set, without
considering the document boundaries and the class labels.
The parameters are estimated by maximizing the following
likelihood function:

L({θm}, {πm}) =
∏
k

∏
i∈∆k

∏
j

∑
m

πmN(ci,j ; θm)

where m is the number of Gaussian components, and
{θm}and{πm} are model parameters to be estimated.

Given the global GMM well trained, a document d can be
represented by the posterior probabilities that d belongs to
GMM components:

v = [P (1|d), P (2|d), ..., P (M |d)]T

where P (m|d) is the posterior probability that d belongs to
component m, and is computed by Eq. (3).

This model is similar to LDA in the sense that both of them
rely on a global semantic representation: in LDA this is the
topic group B, and in our model this is the GMM. In addition,
both the two models are generative and sample a semantic
component from the group for every word when deriving
document vectors. The difference is also clear: the LDA
model samples discrete word tokens following a multinomial
distribution, while our model samples continuous word vectors
following a Gaussian distribution. For this reason, we call
our model as semantic space allocation (SSA). We note that
the LDA model places a prior on the conditional distribution
and therefore is a Bayesian approach, whereas our model is
a maximum likelihood approach. The Bayesian SSA will be
published elsewhere.

IV. EXPERIMENTS

A. Data and configurations
The experiments were conducted with a text database pub-

lished by sohu research center2. This database involves 9
classes of web documents, including Chinese articles in the
area of automobile, IT, finance, health, sports, tour, educa-
tion, recruitment, culture and military. The total number of
documents amounts to 16110, from which we selected 14301
documents (1589 per class) for model training, and the rest
1809 documents for test. The same database has been used in
our previous work [4].

The training and test documents were first purified by
removing some unrecognized characters, and then were seg-
mented into words by the SCWS word segmentation tool3. The
dictionary used for the word segmentation consists of 150, 000

2http://www.sogou.com/labs/dl/c.html
3http://www.xunsearch.com/scws/index.php



Chinese words. The word2vec tool provided by Google4 was
used to train the skip-gram W2V model and produce word
vectors. A tool provided by Blei5 was used to train the LDA
model and conduct inference.

We experimented with a multitude of discriminative models,
including naive Bayesian, k-NN and SVM. The naive Bayesian
and k-NN model were trained using the weka toolkit6, and the
SVM model was trained using the scikit-learn tool7.

B. Average pooling
The first experiment examines the average pooling ap-

proach. This approach has been studied in [4] where the naive
Bayesian model was used as the classifier. We experiment this
approach with different classifiers in this study, and the results
in terms of classification precession rate are reported in Table I.
The dimension of the word vectors and the number of the
topics in LDA are all set to 50, and hence the dimensions
of the document vectors derived using these two approaches
are equal to 50. From the results in Table I, we observe the
W2V-based approach outperforms the LDA-based approach
significantly, no matter which classifier is used. When the three
classifiers are compared, the k-NN method outperforms the
other two. Nevertheless, k-NN is a non-parametric approach
and hence does not apply to large training data, so we choose
SVM as the classifier in the following experiments.

TABLE I
CLASSIFICATION PRECESSION WITH AVERAGE POOLING

Classifier W2V LDA
NB 72% 63%

k-NN 83.91% 81.21%
SVM 83.91% 70.04%

C. CSGMM and SSA
Fig. 2 and Fig. 3 report the results of the two proposed

approaches: the CSGMM model and the SSA model. The x-
axis represents the number of Gaussian components M in the
CSGMMs or the global GMM, and the y-axis represents the
classification precession rate. For comparison, the performance
of the LDA and W2V baseline (average pooling) are also
presented. In addition, we also experiment a hybrid approach
which concatenates the document vectors derived from the
SSA model and by the average pooling approach, whose
results are also shown in Fig 3.

We can observe that the CSGMM approach tends to be less
effective than the W2V baseline, even inferior to the LDA-
based approach. This may be attributed to the generative nature
of the model, which leads to inferiority on classification tasks.
However, this approach enjoys the advantage with dynamic
classes: for any newly added class, its GMM can be trained
separately and added into the class group without difficulty.
This is not possible for other approaches as the SVM needs
to be fully re-trained.

The SSA model works well and may outperform the W2V
pooling approach with a sufficiently large M . This is highly
promising and indicates that the distributions of word vectors
might be a better representation for documents. On the other

4https://code.google.com/p/word2vec
5http://www.cs.princeton.edu/ blei/lda-c
6http://www.cs.waikato.ac.nz/ml/weka
7http://scikit-learn.org/stable/index.html
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Fig. 2. Performance of the CSGMM model.
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Fig. 3. Performance of the SSA model.

hand, the gain that the SSA model obtained is marginal, and at
the cost of more computation. The hybrid approach reduces the
gap between the SSA and pooling baseline when M is small,
but does not improve the best performance in a significant
way. It seems that the W2V baseline is rather hard to compete
unless more powerful modeling techniques are applied, such
as the Bayesian SSA approach.

V. CONCLUSIONS

This paper is a following work on W2V-based document
classification. We argue that the distributions of word vec-
tors within a document or a class provide a good semantic
representation for the document or the class. Two approaches
are proposed: the CSGMM approach models word vectors of
a class with a class specific GMM and conducts document
classification on these models, and the SSA model derives
document vectors as posterior probabilities over the compo-
nents of a global GMM. The experimental results show that the
CSGMM approach works generally not as well as the average
pooling baseline; however it is superior in the situation of
dynamic classes. The SSA model delivers better performance
than the average pooling baseline. Although marginal, this
gain suggests that modeling distributions of word vectors is
a promising research direction for document classification and
related applications.
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