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Abstract—We study the effectiveness of using convolutional
neural networks (CNNs) to automatically detect abnormal heart
and lung sounds and classify them into different classes in
this paper. Heart and respiratory diseases have been affecting
humankind for a long time. An effective and automatic diagnostic
method is highly attractive since it can help discover potential
threat at the early stage, even at home without a professional
doctor. We collected a data set containing normal and abnormal
heart and lung sounds. These sounds were then annotated by
professional doctors. CNNs based systems were implemented to
automatically classify the heart sounds into one of the seven cate-
gories: normal, bruit de galop, mitral inadequacy, mitral stenosis,
interventricular septal defect (IVSD), aortic incompetence, aorta
stenosis, and the lung sounds into one of the three categories:
normal, moist rales, wheezing rale.

Keyword: heart sound classification, lung sound classification,
Convolutional Neural Networks

I. INTRODUCTION

Sounds of hearts and lungs are one of the important hu-
man physiological signals. Heart sound is an acoustic signal
generated by the heart beating and lung sound is an acoustic
signal generated when we breath. Since Laennec firstly used
a stethoscope to auscultate in 1816, sounds of hearts and
lungs have been an important method for the diagnosis of
heart diseases and respiratory diseases clinically. The abnormal
sounds usually indicate some kinds of diseases of related
organ. How to diagnose diseases from sounds of heart and lung
has been one of the focuses of medical professional trainings.
Currently, the diagnosis of heart and lung diseases based on
sounds still needs to involve a well trained doctor, which
is undoubtedly costly and inconvenient. A method that can
accurately and automatically classify heart and lung sounds
into different categories will be very meaningful. It can help
discover potential threat at the very early stage conveniently,
even at home without a doctor.

With the development of deep learning in recent years,
Convolutional Neural Networks have been demonstrated as
an effective end-to-end classifier in many fields, such as
image[1], [2], [3], speech[4], [5], video[6] and music[7] . The
key enabling factors behind these results are techniques for
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scaling up the networks to tens of millions of parameters and
massive labeled datasets that can support the learning process
[8]. CNNs are a biologically-inspired class of deep learning
models that can automatically extract relevant information
from the input features and output the classification results.
Encouraged by the tremendous success of using CNNs in areas
such as speech recognition[5] and music genre classification
[7], we explore in this paper the effectiveness of using CNNs
to automatically classify heart and lung sounds into different
categories. We aim to build an automatic and high accurate
diagnostic method to alleviate the burden of doctors.

There are many researches about heart and lung sounds
analysis [9], [10], [11], [12], [13]. However, as far as we know,
works on applying CNNs to the classification of human health
related sounds are very little. This is probably because of the
lack of enough training data. A. Kandaswamy [14] used a back
propagation algorithm with wavelet coefficients to classify the
lung sounds and the average accuracy was 92%.

As a typical classification problem, the first step to classify
the heart and lung sounds would be to choose the meaningful
features. These hand-crafted features will require a lot of prior
expert knowledge. Luckily, CNNs offer us the ability to use
very low level features and optimize them for the problem
at hand during training, making the problem much easier for
engineers who do not have a lot of medical knowledge. Thus
we will use CNNs in our experiments in this paper. We use
the Short Time Fourier Transform (STFT) magnitude spectrum
as the input features of CNNs. Due to the limited amount of
data collected, we found that a CNN architecture with two
convolutional layers yielded the best results.

We did not find any public data sets suitable for the problem
we want to study at hand. Thus we collected our own database.
Data were collected from online website or from volunteers
who are potential patients. These data were then annotated by
professional doctors. Though we have been doing our best
to collect as more data as possible, only several hours of
data have been collected when we wrote this manuscript. This
process is very labor-intensive and very costly. Nevertheless,
we were very excited to find that the data we collected are
enough to train a not-so-deep CNN that can achieve very high
recognition accuracy.



The contributions of this paper can be summarized as
follows:

• We have collected a data set, although very small, that
can be used to study the effectiveness of automatic
classification.

• Due to the lack of prior expert knowledge, we propose
CNNs to automatically classify the heart and lung sounds,
with simple STFT features as the CNNs input. We
also experimentally demonstrate the feasibility of this
approach.

The rest of this paper is organized as follows. In Section
2, we will describe the details of our methodology. Then the
description of the data set, experimental setup, results follows
in Section 3. In Section 4, we draw the conclusions.

II. METHODOLOGY

One difficulty of conventional signal processing is that
sometimes it is difficult for us to know exactly what character-
istics are decisive to data classification and how it makes data
different. A bad characteristic may affect the results greatly.
Machine learning, especially CNNs, deals with this problem
better. We don’t need to have too much prior knowledge when
using a CNNs classifier since it will automatically adjust itself
to better classify the input features. The input features of our
networks are Short Time Fourier Transform (STFT) magnitude
spectrum. Dtails will be described in Section 3.

As a supervised learning model, CNNs typically contain two
parts: 1) several stacked convolutional and pooling layers to
extract high level features. Through parameter sharing in the
convolutional layers, it can help substantially reduce the num-
ber of parameters and thus alleviate the over-fitting problem.
In addition, different feature maps can discover salient patterns
locally for classification. Finally, the pooling operation helps
again reduce the number of parameters by keeping only the
important ones. 2) The convolutional and pooling layers are
followed by fully connected layers that act as the classifier.
All the parameters of a CNN (i.e. the convolutional, pooling
and the fully connected layers) are tailored to the problem at
hand during the training process. Thus CNNs usually performs
much better than conventional classifiers with hand-crafted
features.

However, the architecture and the parameters of the network
will have a great impact on the performance of the model.
For example, a model with more layers will be able to learn
more abstract features, but at the same time it will also be
more likely to become over-fitting. Since our data are not
very large, we finally choose a CNN with seven layers in
order to avoid over-fitting. In the following, we will discuss
the architectures of the two networks used in heart and lung
sounds classification, separately.

A. Heart sound classification

The architecture of the neural network used for heart
sound classification is shown in Fig. 1. We use six layers,
including two convolutional layers and two fully connected
layers. The STFT spectrogram of the input audio signal, which

Fig. 1. The architecture of CNNs used for heart sound classification. The
meaning of the parameters in the above figure is described in subsection of
heart sounds classification

contains 513 frequency bins for each frame, is used as the
input features. As will be explained latter, each sound clip
consists of about 45 frames. The first convolutional layer
consists of 64 different filtering kernels with the same size.
Each kernel surveys a fixed size of 513×30 of the input
features, multiplying them with the associated weights in the
kernel during the convolution operation. Then the kernel steps
forward along the time dimension with a unit stride. Thus
there are 64×1×16 features computed as the output of the
first convolutional layer.

The CNNs structure can learn high level features from the
spectrogram better since the kernel is shared inside a feature
map. It allows useful features to be detected regardless of
their position in the spectrum. In addition, different kernels can
detect different feature patterns. The higher the convolutional
layer is, the patterns detected will be more global.

After every convolutional layer, there is a max pooling layer.
Each pooling neuron will survey a non-overlap 1×2 region
from the input features and keep only the maximum. When the
input is a 1×16 matrix, the output will be a 1×8 feature map.
The pooling operation is an important factor to the success of
our classification task. It helps keep only the salient features
and reduce the number of parameters to be learnt.

The second max pooling layer will output 64×1×2 feature.
The outputs are then reshaped to a 128 dimension vector,



Fig. 2. The architecture of CNNs used for heart sounds classification. The
meaning of the parameters in the above figure is described in subsection of
lung sound classification

which can be viewed as the highest level features of the heart
sound learned by the network. The vector will be fed into the
fully connected feed forward networks. The fully connected
layers are used as a classifier to automatically classify the
sounds into different categories. The input of the first fully
connected layer is a 128-dimension vector and it outputs
another 100-dimension vector. The dimension of the output of
the final layer equals the number of categories of the sounds.

The activation function used in our networks (except the last
layer where the softmax function is used) is the rectified linear
units (ReLUs) [15], [16]. Compared with other activation func-
tions such as sigmoid and tanh, ReLUs can help accelerate the
convergence of the models. During training, other techniques
such as Dropout is also used to prevent the model from over-
fitting.

B. Lung sound classification

The CNNs architecture of neural network used for lung
sound classification is shown in Fig. 2, which is very similar
to the Fig. 1. Again the networks have six layers. Some
parameters have been changed to achiever better results. The
kernel size of the first convolutional layer is changed to 513×6.
The output of the first convolutional layer are 64 maps with
dimension 1×40. The pooling size of the second layer is 1×4.

III. EXPERIMENTS AND RESULTS

In this Section, we report the experiments used to evaluate
the methodologies described in Section 2.

A. Dataset

The dataset used in the experiments is mainly collected
from online websites and volunteers who are potential patients.
All the collected data were annotated by professional doctors.
The data set contains 393 recordings of heat sounds (about
half an hour in total). All the recordings of heart sound are
labelled into one of the following categories: normal, bruit
de galop, mitral inadequacy, mitral stenosis, interventricular
septal defect (IVSD), aortic incompetence and aorta stenosis.
There are also 236 recordings of lung sounds (about 2 hours
in total). All the recordings of lung sound are labelled into one
of the following categories:normal, moist rales and wheezing
rale. The duration of a recording ranges from several seconds
to as long as a minute. All the recordings are sampled at 8000
Hz and 16 bits.

We divided all the data (heart sound and lung sound were
separated) into five batches to do a 5-fold cross validation.
Every time we chose one of the five batches as the validation
set. The remaining data were used as the training data. The
validation set was further divided into a development data set
(50%) and a testing data set (50%). The number of recordings
of different categories in the train, development and testing sets
is balanced. All the models were tuned on the development
data set and tested on the testing data set. The results reported
below were averaged over five runs.

B. Experimental Setup

As the normal practice in music genre classification[17],
we cut every recording into shorter segments (3 seconds) with
an overlap of 50%. We purposely chose three seconds so
that the duration is at least two or three times of the period
of heart beating or human breathing. These information is
very important for the classification. Then, to get the STFT
magnitude spectrum, we compute the spectrum on frames of
length 1024 with an overlap of 50% and get the distribution of
the energy along the frequencies. For every segment, we can
finally get 45 frames spectrum, each frame is a 513 dimension
feature vector.Each spectrum will be marked with a label.

When training the network, we use RMSPropop as our
optimizer, the initial learning rate was set to 0.001. Every
spectrum of the training set will be sent to the input layer, and
then the network was trained by optimizing the cost function.
We also used the dropout technique with 0.2 dropout rate
to alleviate the over-fitting problem. During testing, different
segments from the same recording will be counted and finally
we select the label with maximum count as the predicted
result.

C. Results

The model complexity is very important. We optimized the
model complexity by varying the number of convolutional
layers. The results for heart sound classification are shown in



Table 1. As can be seen, a CNN with only one convolutional
layer might under fit the data. Due to the limited size of the
training data, we found that the CNN with two convolutional
layers achieves the best results. Table 2 shows the classification
accuracy of lung sound. Since the data of the lung sound are
much more than that of the heart sound, we achieved much
better classification accuracy on this data set.

TABLE I
THE CLASSIFICATION RESULTS OF HEART SOUNDS

WITH DIFFERENT NUMBER OF CONVOLUTIONAL
LAYERS

Architectures Accuracy
1 convolutional layer 94.80%
2 convolutional layer 95.49%
3 convolutional layer 92.47%

TABLE II
THE CLASSIFICATION RESULTS OF LUNG SOUNDS
WITH DIFFERENT NUMBER OF CONVOLUTIONAL

LAYERS

Architectures Accuracy
1 convolutional layer 94.93%
2 convolutional layer 97.80%
3 convolutional layer 89.83%

Even though the training data are very limited, the best
classification accuracies for the heart and lung sounds are
all higher than 95%. We think that it is very promising to
apply the proposed methods in real applications for automatic
diagnosis.

IV. CONCLUSIONS

Acoustic signal generated by the heart beating and lung
breathing contains important information for the diagnosis
of heart disease and respiratory disease. Automatic diagnosis
based on heart and lung sounds are very attractive since it
can help discover disease at early stage without a doctor. In
addition, automatic diagnosis based on sounds can be very
cost effective since recording sound is very cheap.

In this paper, we study the effectiveness of using con-
volutional neural networks (CNNs) to automatically detect
abnormal heart and lung sounds and classify them into d-
ifferent classes. We collected a data set containing normal
and abnormal heart and lung sounds. These sounds were then
annotated by professional doctors. CNNs based systems were
implemented to automatically classify the heart sounds into
one of the seven categories: normal, bruit de galop, mitral inad-
equacy, mitral stenosis, interventricular septal defect (IVSD),
aortic incompetence, aorta stenosis, and the lung sounds into
one of the three categories: normal, moist rales, wheezing rale.
Our experimental results show that the classification accuracy
can be as high as 97.80%, even though the training data are
very limited. We believe that it is very promising to apply this
method in real applications.

In the future, we want to collect more data. We are also
interesting in exploring deeper or more advanced neural net-
works(e.g. [18]) for this problem.
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